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ABSTRACT

Extreme Classification (XC) refers to supervised learning where each training/test instance is labeled with small subset of relevant labels that are chosen from a large set of possible target labels. The framework of XC has been widely employed in web applications such as automatic labeling of web-encyclopedia, prediction of related searches, and recommendation systems.

While most state-of-the-art models in XC achieve high overall accuracy by performing well on the frequently occurring labels, they perform poorly on a large number of infrequent (tail) labels. This arises from two statistical challenges, (i) missing labels, as it is virtually impossible to manually assign every relevant label to an instance, and (ii) highly imbalanced data distribution where a large fraction of labels are tail labels. In this work, we consider common loss functions that decompose over labels, and calculate unbiased estimates that compensate missing labels according to Natarajan et al. [26]. This turns out to be disadvantageous from an optimization perspective, as important properties such as convexity and lower-boundedness are lost. To circumvent this problem, we use the fact that typical loss functions in XC are convex surrogates of the 0-1 loss, and thus propose to switch to convex surrogates of its unbiased version. These surrogates are further adapted to the label imbalance by combining with label-frequency-based rebalancing.

We show that the proposed loss functions can be easily incorporated into various different frameworks for extreme classification. This includes (i) linear classifiers, such as DiSMEC, on sparse input data representation, (ii) attention-based deep architecture, AttentionXML, learnt on dense Glove embeddings, and (iii) XLNet-based transformer model for extreme classification, APLC-XLNet. Our results demonstrate consistent improvements over the respective vanilla baseline models, on the propensity-scored metrics for precision and nDCG.

CCS CONCEPTS

• Computing methodologies → Supervised learning by classification.
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1 INTRODUCTION

Extreme Classification (XC) refers to supervised learning where each training/test instance is labeled with small subset of relevant labels that are chosen from a large set of possible target labels. Problems with an extremely large number of labels are common in various domains such as annotating large encyclopedia [12, 27], image-classification [13], and next word prediction [25]. Further, the framework of XC can be effectively leveraged to address learning problems arising in recommendation systems, web-advertising and prediction of related searches in a search engine [1, 17, 29]. For the case of recommendation systems, by learning from similar users’ buying patterns, a small subset of relevant items from a large collection can be recommended. The same argument applies for the suggestion of related searches in a search engine, by learning from the browsing behavior of similar users, related searches relevant to a user can be displayed from an extremely large collection of possible search queries.

With diverse applications, designing machine learning algorithms to solve XC has become a key research challenge. From the computational aspect of the learning problem, building effective extreme classifiers is faced with a scaling challenge arising due to large number (up to several millions) of output labels, input training instances, and input features. Two properties of datasets in XC which pose further problems, (i) long-tail distribution of instances among labels, and (ii) missing labels, are discussed next.
1.1 Tail Labels

An important statistical feature of the datasets in XC is that a large fraction of labels are tail labels, i.e. those which have very few training instances. Typically, the label frequency distribution follows a power law, an example of which is shown in Figure 1 for the publicly available WikiLSHTC-325K and Amazon-670K datasets [5]. Concretely, let \( n_r \) denote the number of occurrences of the \( r \)-th ranked label, when ranked in decreasing order of number of training instances that belong to that label, then

\[
\frac{n_r}{\sum n_i} \approx n_1 r^{-\beta},
\]

where \( \beta > 0 \) denotes the exponent of the power law.

Tail labels exhibit diversity of the label space, and contain informative content not captured by the head or torso labels. Indeed, by predicting the head labels well, yet omitting most of the tail labels, an algorithm can achieve high accuracy [34]. Such behavior is not typically desirable in real-world applications [3]. In movie recommendation systems, for instance, the head labels correspond to popular blockbusters—most likely, the user has already watched these. However, the tail of the distribution corresponds to less popular yet equally favored films, like independent movies. These are the movies that the recommendation engine should ideally focus on [32]. A similar argument applies to search engine development [30] and hash-tag recommendation in social media [14]. However, effectively predicting tail-labels can be an enormous challenge due to the extreme data imbalance problem, where a given tail label appears in only a couple of (positive) instances and does not appear in millions of others (negatives).

1.2 Missing Labels

In addition to having unfavourable statistics, when learning to classify tail labels it has been shown that one also needs to account for missing labels in the training data [18]. In a dataset where the labels for each example are chosen from a label space with thousands of elements, it is impossible to explicitly check for the presence or absence of each label, so some examples will have missing labels. Even worse, the chance for a label to be missing is higher for tail labels than for head labels. In the movie example, this means that there are more people who would have liked an independent movie, but did not because never seeing it, than there are people who would have liked a blockbuster but never saw it. However, we can typically assume that most people who claim to like a movie actually do so, i.e. that we do not have significant amounts of spurious positive labels in the training set. This leads to the propensity model introduced in Jain et al. [18], formally presented in section 2.

They showed that certain loss functions used in XC allow for the calculation of an unbiased estimate if the available data has missing labels, and also proposed the unbiased variants of common metrics in extreme classification, called propensity scored metrics, for evaluation of XC models.

Although propensity-scored metrics have become ubiquitous in XC literature for unbiased evaluation of models, to the best of our knowledge, the use of unbiased loss functions for addressing the missing labels problem in XC has been limited to those losses given in Jain et al. [18]. However, several important loss functions, such as the binary cross-entropy (BCE) and hinge loss, were not covered by their analysis. A more general theory of how to treat class-conditional noisy labels (a generalization of the missing-labels setting) is provided in Natarajan et al. [26] for binary loss functions. As many multilabel losses (hinge, squared hinge, squared error, binary cross-entropy, Hamming), can be decomposed into a sum of binary contributions, this theory can also be used in the multilabel setting.

However, the unbiased estimates turn out to be disadvantageous from an optimization standpoint, as important properties of the original loss, such as convexity and lower-boundedness, are not necessarily preserved for the unbiased estimate, see Figure 2. The optimization problems have also been observed for learning with complementary labels [10] and positive-unlabeled learning [23].

We provide an alternative based on the following argument: For a loss that is a convex surrogate of the 0-1 loss, instead of taking its unbiased version, we construct the equivalent (in the sense of being equal up to a weighting factor) convex surrogate of the unbiased estimate, see Figure 2. The optimization problems have also been observed for learning with class-conditional noisy labels (a generalization of the missing-labels setting) is provided in Natarajan et al. [26] for binary loss functions. As many multilabel losses (hinge, squared hinge, squared error, binary cross-entropy, Hamming), can be decomposed into a sum of binary contributions, this theory can also be used in the multilabel setting.

However, the unbiased estimates turn out to be disadvantageous from an optimization standpoint, as important properties of the original loss, such as convexity and lower-boundedness, are not necessarily preserved for the unbiased estimate, see Figure 2. The optimization problems have also been observed for learning with complementary labels [10] and positive-unlabeled learning [23].

We provide an alternative based on the following argument: For a loss that is a convex surrogate of the 0-1 loss, instead of taking its unbiased version, we construct the equivalent (in the sense of being equal up to a weighting factor) convex surrogate of the unbiased estimate, see Figure 2. The optimization problems have also been observed for learning with class-conditional noisy labels (a generalization of the missing-labels setting) is provided in Natarajan et al. [26] for binary loss functions. As many multilabel losses (hinge, squared hinge, squared error, binary cross-entropy, Hamming), can be decomposed into a sum of binary contributions, this theory can also be used in the multilabel setting.
1.3 Our Contribution

Despite the widespread use of propensity-scored metrics in evaluation and relative comparison of X-C models, training efforts have been limited to PFastreXML [18]. We aim to close this gap by providing the following contributions:

- We derive unbiased variants of loss functions commonly employed in state-of-the-art X-C baselines [2, 28, 38, 41]. The BCE loss and the (squared) hinge loss, which are convex surrogates of the 0-1 loss.
- The resulting unbiased estimates are problematic in practice as convexity and lower-boundedness properties are lost (Figure 2). Therefore we propose to use the corresponding convex surrogates of the unbiased 0-1 loss, which are more amenable to optimization.
- We further rebalance the loss functions to tackle the problem of extreme class-imbalance in X-C datasets.
- We show that the proposed loss functions can be easily incorporated in state-of-the-art deep and shallow X-C models, leading to significant improvements in terms of propensity-scored metrics.

2 THEORY

In the extreme classification setting, it is not possible for a human annotator to consider every possible label when deciding which labels to assign to a given data point. Instead, they will look at an example and assign a set of fitting labels that comes to mind. It is reasonable to assume that any label assigned in such fashion can be approximated by

\[ Y = \{ Y^* = 1 \} : p, \quad \text{(missing labels)} \]

\[ Y = 1, Y^* = 0 \] : 0, \quad \text{(no spurious labels)}

An empirical model for estimating propensities from label frequencies is given in [18]. They postulate that the propensity for a label \( j \) can be approximated by

\[ p_j = (1 + C \exp(-A \log(n_j + B)))^{-1}, \]

where \( A, B \) and \( C = (\log N - 1)(B + 1)^4 \) are dataset dependent parameters, \( n_j \) denotes the number of positives for label \( j \), and \( N \) is the number of training instances. This model has become standard in the community.

2.1 Unbiased Estimates

In the work of [18], the authors proposed to take into account the missing labels by replacing stochastic estimates of the form \( Y^* \) by unbiased estimates \( g \) s.t. \( \mathbb{E}[g(Y)] = \mathbb{E}[Y^*] \). They derived expressions for cases in which \( Y = 0 \) implies \( Y^*(y, \hat{y}) = 0 \) (e.g. P@k), as well as for the Hamming loss.

A more general formulation is given in Natarajan et al. [26, Lemma 7], where unbiased losses for the binary classification setting are derived. This reduces to the missing labels scenario, relevant to our work, when the noise rates are \( p_+ = (1 - p) \) and \( p_- = 0 \). Under our propensity model, this is stated below in the form of the following corollary:

**Corollary 1.** Let \( l^* : \{0, 1\} \times \mathbb{R} \rightarrow \mathbb{R} \) be a function and define \( l^*_+ := l^*(1, \cdot) \) as well as \( l^*_0 := l^*(0, \cdot) \). Then the function \( l : \{0, 1\} \times \mathbb{R} \rightarrow \mathbb{R} \) defined as

\[
\begin{align*}
l_+(\hat{y}) & := p^{-1} (l^*_+ (\hat{y}) + (p - 1) l^*_0 (\hat{y})) \\
l(y, \hat{y}) & := \begin{cases} l_+(\hat{y}) & y = 1 \\
l^*_0 (\hat{y}) & y = 0 \end{cases}
\end{align*}
\]

allows to calculate an unbiased estimate of \( l^* \):

\[
\mathbb{E}[l^*(Y^*, \hat{y})] = \mathbb{E}[l(Y, \hat{y})].
\]

For an intuitive understanding of this result, consider that when we observe a label with propensity \( p \), we know that in reality there are expected to be a total of \( 1/p \) instances with this label, so we have wrongly used the loss function \( l^*_0 \) on \( 1/p - 1 \) instances. Thus we should assign \( l^*_+ + (1/p - 1) (l^*_0 - l^*_+) \) to the current instance to compensate for that, which is exactly what Equation 4 specifies.

By linearity, the result can also be used for any multilabel loss function that decomposes over labels, and it suffices to calculate the unbiased estimator in the binary case. Some losses are more easily defined over a prediction space of \( \{-1, 1\} \) using the quantity \( z := 2y - 1 \). We will use this notation when appropriate, and in that case define also \( \hat{z} = 2\hat{y} - 1 \). Below, we derive the unbiased estimates for the losses listed in Table 1.

**0-1 Loss.** The 0-1 loss is given by \( l^*(z, \hat{z}) = [\hat{z} \leq 0, z > 0] + [\hat{z} > 0, z \leq 0] \), which results in the unbiased estimate

\[
\hat{l}_+(\hat{z}) = \begin{cases} 1/p & \hat{z} < 0 \\
1 - 1/p & \hat{z} \geq 0 \end{cases}
\]

For optimization purposes, when a constant shift does not matter, the slightly simpler formulation

\[
\hat{l}_+(\hat{z}) = (2/p - 1) [\hat{z} \leq 0]
\]

can be used. Note that composing the binary 0-1 loss for multiple labels leads to the Hamming loss.
Hinge Loss. The hinge loss is $l_5(z, \tilde{z}) = \max(1 - z \tilde{z}, 0)$. Thus

$$l_5(\tilde{z}) = p^{-1}(\max(1 - \tilde{z}, 0) + (p - 1) \max(1 + \tilde{z}, 0)).$$

(9)

Therefore, using

$$I[y = 1] = (z + 1)/2, \quad I[y = 0] = (1 - z)/2,$$

(10)

the re-weighted loss becomes (brown line, Figure 2)

$$l(z, \tilde{z}) = \frac{1 + z \max(1 - \tilde{z}, 0) + (p - 1) \max(1 + \tilde{z}, 0)}{2} + \frac{1 - z}{2} \max(1 + \tilde{z}, 0).$$

(11)

Binary Cross-Entropy. For the BCE loss, (4) gives

$$l_5(\dot{y}) = p^{-1}(-\log \dot{y} + (1 - p) \log(1 - \dot{y})),$$

(12)

which results in the unbiased BCE given by

$$l(y, \dot{y}) = -\frac{y}{p} \log \dot{y} + \frac{y(1 - p) - p + pu}{p} \log(1 - \dot{y}) = -\frac{y}{p} \log \dot{y} - (1 - \frac{y}{p}) \log(1 - \dot{y}).$$

(13)

This result also follows directly from the fact that the BCE loss is linear in $y$.

### 2.2 Surrogates of Reweighted 0-1 Loss

The examples above show that many desirable properties of the original loss functions, such as convexity and non-negativity, may not hold for the unbiased estimates (see Figure 2). Even more problematic, for hinge and BCE loss the result is not lower-bounded, making the corresponding optimization problem ill-defined.

Therefore, this section provides an alternative to the unbiased estimators based on using convex surrogates to the unbiased estimate of the 0-1 loss. First, we show that this is equivalent, up to constant factors, to the weighted 0-1 loss approach of Natarajan et al. [26, Thm. 16]; This theorem, for the task of optimizing accuracy with missing labels, suggests to optimize a surrogate to the $\alpha$-weighted 0-1 loss

$$U_\alpha := (1 - \alpha)[I[y = 1, \dot{y} \leq 0] + \alpha[I[y = 0, \dot{y} > 0]].$$

(14)

Setting $\alpha = 0.5p$ corresponds to the missing labels setting. By rescaling such that the second coefficient becomes 1, we recover the shifted version of the unbiased 0-1 loss of (8)

$$(2 - p)/p[I[y = 1, \dot{y} \leq 0] + \alpha[I[y = 0, \dot{y} > 0]].$$

(15)

This suggests a simple strategy for dealing with missing labels when the objective function is a surrogate of the 0-1 loss: Multiply the $l_5^*$ part of the loss by $2/p - 1$. The same approach was used by Chou et al. [10] to improve training with complementary labels. They observed that the biased gradients resulting from the convex surrogate of the bias-corrected 0-1 loss were better aligned with the true gradients than the unbiased, but high-variance gradients from the unbiased estimate of a convex surrogate of the 0-1 loss.

For the squared hinge loss, this results in the following variation

$$l_5^*(\tilde{z}) = \frac{2}{p} \max(1 - \tilde{z}, 0)^2.$$

(16)

The BCE loss can also be interpreted in this way, if we reparametrize it to act on unscaled logits instead of normalized probabilities, which turns the BCE into the logistic loss $l(z, \tilde{z}) = \log(2)^{-1} \log(1 + \exp(-z\tilde{z}))$. This is a surrogate for the 0-1 loss and the arguments above apply. It relates to BCE by

$$l_5^*(y, \dot{y}) = l_{BCE}(y, \alpha \dot{y}),$$

(17)

where $\alpha$ is the logistics function.

### 2.3 Losses for Imbalanced Data

In the extreme setting, problems arise not only from missing labels, but also from the fact that most labels will be tail labels, that is the fraction of instances where this label is present will be very low. In such cases, even a trivial predictor that always predicts the absence of the label will get low loss values.

For a total of $N$ examples, let $C^n(n, N)$ be the reweighting factor as a function of imbalance. For extreme classification, the imbalance becomes so large that weighting by inverse frequency becomes ineffective to achieve competitive performance. Instead, methods such as those based on class-balanced weighting of the loss [11] have been suggested.

There are two non-commuting ways of implementing this approach in the missing-labels case:

(1) Treat the optimization problem that has been corrected for missing labels as an imbalanced classification problem and apply reweighting to the loss function $l$.

(2) Treat the original problem as an imbalanced classification problem, i.e. re-weight $l^*$, and then correct for the missing labels. This is the approach discussed as cost-sensitive classification Natarajan et al. [26].

Note that, in the second strategy, one first needs to correct the true number of positive samples $n^* = n/p$ based on the propensity,
Table 2: The statistics of the multilabel datasets used in our experiments. APpL denotes the average points per label and ALpP is the average labels per point respectively. A and B refer to the parameters of the propensity model.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Training</th>
<th># Test</th>
<th># Labels</th>
<th># Features</th>
<th>APpL</th>
<th>ALpP</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>EURLex-4K</td>
<td>15,539</td>
<td>3,809</td>
<td>3,993</td>
<td>5,000</td>
<td>25.7</td>
<td>5.3</td>
<td>0.55</td>
<td>1.5</td>
</tr>
<tr>
<td>AmazonCat-13K</td>
<td>1,186,239</td>
<td>306,782</td>
<td>13,330</td>
<td>203,882</td>
<td>448.5</td>
<td>5.04</td>
<td>0.55</td>
<td>1.5</td>
</tr>
<tr>
<td>Wikipedia-31K</td>
<td>14,146</td>
<td>6,616</td>
<td>30,938</td>
<td>101,938</td>
<td>8.5</td>
<td>18.6</td>
<td>0.55</td>
<td>1.5</td>
</tr>
<tr>
<td>WikipLSTH-325K</td>
<td>1,778,351</td>
<td>587,084</td>
<td>325,056</td>
<td>1,671,899</td>
<td>17.4</td>
<td>3.2</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Wikipedia-500K</td>
<td>1,813,391</td>
<td>783,743</td>
<td>501,070</td>
<td>2,381,304</td>
<td>24.7</td>
<td>4.7</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Amazon-670K</td>
<td>490,499</td>
<td>153,025</td>
<td>670,091</td>
<td>135,909</td>
<td>3.9</td>
<td>3.4</td>
<td>0.6</td>
<td>2.6</td>
</tr>
</tbody>
</table>

For the 0-1 loss, the two variations are

\[
\min_{w_j} \|w_j\|^2 + C_j^+ W_j^+ \sum_{i \in L_j^+} \max(0, 1 - (w_j^T x_i + b_j))^2
\]

\[
+ \sum_{i \in L_j^−} \max(0, 1 + (w_j^T x_i + b_j))^2,
\]

where \(L_j^+(L_j^−)\) denotes the set of positive (negative) training samples corresponding to label \(j\). The hyperparameters \(C_j^+\) are the weighting factors to rebalance the classes, and \(W_j^+\) are the factors we introduce to compensate for the missing labels. In the base DI5MEC model [2], these are all equal to 1.

To evaluate the proposed methods in deep learning models, we use the rebalanced convex surrogate BCE loss in AttentionXML [41] and APLC-XLNet [38], two state-of-the-art approaches for deep extreme classification. AttentionXML employs a BiLSTM layer over pre-trained 300-dimensional word embeddings, followed by an attention layer. This minimizes the following BCE loss function:

\[
l(y, \hat{y}) = -\sum_{j=1}^{L} C_j^+ W_j^+ \log \hat{y}_j + (1 - y_j) \log (1 - \hat{y}_j).
\]

In You et al. [41] the parameters \(W_j^+\) and \(C_j^+\) are equal to 1. APLC-XLNet fine-tunes XLNet [37], a pretrained transformer, on extreme classification datasets. To reduce the complexity of computing BCE in the large label space of XC datasets, APLC-XLNet partitions labels into a head and several tail clusters based on the frequency of the labels. Then the BCE loss is computed as Equation 23 with a slight difference that \(L\) does not comprise labels in tail clusters without any positive label, and \(\hat{y}_j\) is computed by chain rule when label \(j\) belongs to a tail cluster (see Equations 2 and 5 of [38]). The same as the two other models, the hyperparameters \(W_j^+\) and \(C_j^+\) are equal to 1 in the ordinary APLC-XLNet.

We now use the convex surrogates of the bias corrected 0-1 loss (15) and corresponding formulations to handle data imbalance, developed in sections 2.2 and 2.3, to set the appropriate values for the weighting parameters \(W_j^+\) and \(C_j^+\). Firstly, the propensity weighted (PW) variant of squared hinge loss and BCE loss can be obtained by setting \(W_j^+\) according to Equation 15. Secondly, as suggested in Equation 21, \(C_j^+\) can be set based on the frequency of label \(j\) to rebalance the unbiased loss function (PW-cb) for better processing of imbalanced data.

Hence, in our experiments, we use the following two variants for the squared hinge loss (22) in DI5MEC and the BCE loss (23) in the deep models:

1. PW: \(W_j^+ = \frac{2}{p_j} - 1\).

2. PW-cb: \(W_j^+ = \frac{2}{p_j} - 1\) and \(C_j^+ = \frac{1-\beta}{1-\beta/p_j}\) which is the class-balanced term introduced in [11]. We use \(\beta = 0.9\) as we experimentally observed that larger values for \(\beta\) can improve
propensity scored metrics but lead to significant drop in vanilla metrics.

In the above methods, $p_j$ is computed based on the empirical model of [18] as Equation 3.

For the very large labels spaces in Wikipedia-500K and Amazon-670K, a label tree has been used to speed up the computations of AttentıonXML. The individual labels form the leaves in the tree, which are clustered under their parent nodes describing meta-labels. The non-leaf nodes are considered positives if any of their child nodes is positive, which means that correct calculation of the propensity of a meta-label does not result in the weighted average of the mean of its children, but needs to take into account the higher-order co-occurrence statistics. As a much simpler alternative, we opted to calculate the propensities of the meta-labels using the empirical propensity model (3) with the counts based on the number of instances belonging to the clusters. The computational advantage arises because only the descendants of positive nodes are evaluated. For the tree-based AttentionXML models, on the intermediate levels, $n_j$ for cluster $j$ required for computing Equation 3 is the number of training instances belonging to that cluster.

As the weighting factors may have large values, they can disrupt the learning process in deep learning models. We suspect that this is because in deep models we are no longer solving independent binary problems, but have to learn shared features in the hidden layers. As infrequent, low propensity labels get strongly upweighted by the PW losses, they can cause an increase in variance of the gradients that may hamper the learning of the shared features. A similar effect has been observed by Kang et al. [21], who noticed that for learning good representations, instance-balanced data is preferable to class-balanced data. However, such a separation is not possible in AttentionXML, because the last weights are shared across labels.

An approach that can stabilize the training in the deep learning based XC models is to prevent disproportionally large contributions from a single example, which we achieve by following [8] and normalizing the weighting factors in the deep models by

$$
\eta_j \leftarrow \frac{\eta_j}{\sum \eta_j} \times L,
$$

where $\eta_j$ is $W_j^+ \times C_j$ in PW or $W_j^+ \times C_j$ in PW-cb. This rescaling with the same factor across all labels does not affect the relative contribution.
With applications of XC arising in recommendation systems and web-advertising, the objective of an algorithm in this domain is to correctly recommend/advertise among the top-\(k\) slots. Thus, the contributions of head and high-propensity labels as opposed to upscaling low-propensity tail labels.

It must also be noted that our proposed variants of loss functions do not lead to any significant computational overhead in terms of training and prediction over the base algorithms - DiSMEC, AttentionXML, and APLC-XLNet. Consequently, the resulting algorithms remain scalable to even larger datasets with millions of labels\(^1\).

### 3.1 Evaluation metrics

With applications of XC arising in recommendation systems and web-advertising, the objective of an algorithm in this domain is to correctly recommend/advertise among the top-\(k\) slots. Thus, for evaluation of the methods, we use precision at \(k\) (\(P@k\)) and normalized discounted cumulative gain at \(k\) (\(nDCG@k\)), and their propensity scored variants. These are standard metrics in XC, which are defined below.

For each test sample with observed ground truth label vector \(y \in \{0, 1\}^L\) and predicted vector \(\hat{y} \in \mathbb{R}^L\), propensity scored variants of \(P@k\) and \(nDCG@k\) are given by:

\[
P_{\text{PS}}@k(y, \hat{y}) := \frac{1}{k} \sum_{\ell \in \text{top}_k(\hat{y})} \frac{Y_{\ell}}{P_{\ell}}
\]

\[
P_{\text{PS}}DCG@k(y, \hat{y}) := \frac{\text{PSDCG}@k}{y_{\min(k, |y|_0)}} \frac{1}{\log(\ell + 1)}
\]

\[
\text{PSDCG}@k(y, \hat{y}) := \sum_{\ell \in \text{top}_k(\hat{y})} \frac{Y_{\ell}}{p_{\ell} \log(\ell + 1)},
\]

where \(\text{top}_k(\hat{y})\) returns the \(k\) largest indices of \(\hat{y}\). Setting \(p_{\ell} = 1\) recovers the vanilla metrics.

To match against the best possible performance attainable by any system, as suggested in [18], we define, for \(M\) test samples,

\[
\mathbb{G}(\{\hat{y}\}) = \frac{1}{M} \sum_{i=1}^M \mathbb{L}(y_i, \hat{y}_i)\]

\[
100 \times \mathbb{G}(\{\hat{y}\}) \mathbb{G}(\{y\})
\]

as the performance metric. The loss \(\mathbb{L}(\cdot, \cdot)\) can take two forms, (i) \(\mathbb{L}(y_i, \hat{y}_i) = -P_{\text{PS}}DCG@k\), and (ii) \(\mathbb{L}(y_i, \hat{y}_i) = -P_{\text{PS}}@k\). This leads to the metrics which are used in our comparison in Table 3 (denoted \(P_{\text{PS}}@k\) and \(P_{\text{PS}}DCG@k\)), and evaluated for \(k = 1, 3, 5\).

A collection of results from recent papers on datasets in Table 2 for algorithms developed over the last few years is given on the extreme classification repository [5].

There are two main reasons for using propensity scored metrics in XC. The first is theoretically grounded, and is that they provide (for an accurate propensity model) an unbiased estimate of the true loss even if the test data is missing labels. However, the propensity models used are typically only empirical approximations. As such,

<table>
<thead>
<tr>
<th>Loss Function</th>
<th>PSP@1</th>
<th>PSP@3</th>
<th>PSP@5</th>
<th>PnD@3</th>
<th>PnD@5</th>
<th>P@1</th>
<th>P@3</th>
<th>P@5</th>
<th>nD@3</th>
<th>nD@5</th>
<th>PS vanilla</th>
</tr>
</thead>
<tbody>
<tr>
<td>EURLex-4K</td>
<td>44.80</td>
<td>51.66</td>
<td>54.54</td>
<td>50.10</td>
<td>51.99</td>
<td>87.27</td>
<td>73.68</td>
<td>61.53</td>
<td>77.11</td>
<td>71.14</td>
<td>0.00  0.00</td>
</tr>
<tr>
<td>AmazonCat-13K</td>
<td>54.75</td>
<td>69.26</td>
<td>76.45</td>
<td>65.24</td>
<td>70.07</td>
<td>96.11</td>
<td>82.51</td>
<td>67.31</td>
<td>91.46</td>
<td>89.49</td>
<td>0.00  0.00</td>
</tr>
<tr>
<td>Wikipedia-31K</td>
<td>15.88</td>
<td>17.12</td>
<td>18.11</td>
<td>16.54</td>
<td>17.55</td>
<td>87.37</td>
<td>78.25</td>
<td>69.39</td>
<td>80.67</td>
<td>73.87</td>
<td>0.00  0.00</td>
</tr>
<tr>
<td>Amazon-670K</td>
<td>30.36</td>
<td>33.74</td>
<td>37.12</td>
<td>32.98</td>
<td>35.12</td>
<td>47.65</td>
<td>42.53</td>
<td>38.83</td>
<td>45.12</td>
<td>43.75</td>
<td>0.00  0.00</td>
</tr>
<tr>
<td>Wikipedia-500K</td>
<td>30.85</td>
<td>39.14</td>
<td>44.22</td>
<td>36.79</td>
<td>39.79</td>
<td>76.80</td>
<td>58.42</td>
<td>46.03</td>
<td>69.87</td>
<td>68.06</td>
<td>0.00  0.00</td>
</tr>
</tbody>
</table>

Table 4: Comparison of the original and the proposed reweighted variants of BCE loss in AttentionXML algorithm. The weighting factors of PW and PW-cb are normalized as per Equation 24. The columns are the same as in Table 3. The proposed losses improve propensity scored metrics in most of the cases, while the vanilla metrics are close to those of the original model.

\(^1\)The codes for the experiments are available at: https://github.com/xmc-saltos/PWXMC
Table 5: Comparison of the original and the proposed reweighted variants of BCE loss in APLC-XLNet algorithm. The weighting factors of PW and PW-cb are normalized as per Equation 24. The columns are the same as in Table 3. The proposed variants of BCE consistently improve propensity scored metrics on all the datasets. For most of the datasets, the decrease in vanilla metrics is small.

<table>
<thead>
<tr>
<th>Loss Function</th>
<th>PS@1</th>
<th>PS@3</th>
<th>PS@5</th>
<th>PnD@3</th>
<th>PnD@5</th>
<th>P@1</th>
<th>P@3</th>
<th>P@5</th>
<th>nD@3</th>
<th>nD@5</th>
<th>PS vanilla</th>
</tr>
</thead>
<tbody>
<tr>
<td>EURLex-4K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>42.17</td>
<td>49.77</td>
<td>52.86</td>
<td>47.72</td>
<td>49.87</td>
<td>86.95</td>
<td>74.37</td>
<td>62.07</td>
<td>77.28</td>
<td>68.04</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>PW</td>
<td>45.25</td>
<td>51.41</td>
<td>54.04</td>
<td>49.82</td>
<td>51.62</td>
<td>86.24</td>
<td>73.84</td>
<td>61.28</td>
<td>76.50</td>
<td>67.29</td>
<td>4.67 −0.96</td>
</tr>
<tr>
<td>PW-cb</td>
<td><strong>46.80</strong></td>
<td><strong>52.52</strong></td>
<td><strong>54.07</strong></td>
<td><strong>50.96</strong></td>
<td><strong>52.12</strong></td>
<td>86.06</td>
<td>73.24</td>
<td>60.61</td>
<td>76.19</td>
<td>66.68</td>
<td><strong>6.85</strong>−1.55</td>
</tr>
<tr>
<td>AmazonCat-13K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>52.54</td>
<td>65.07</td>
<td>71.35</td>
<td>61.66</td>
<td>65.87</td>
<td><strong>94.58</strong></td>
<td><strong>79.77</strong></td>
<td><strong>64.58</strong></td>
<td><strong>83.28</strong></td>
<td><strong>71.9</strong></td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>PW</td>
<td><strong>55.41</strong></td>
<td><strong>67.04</strong></td>
<td><strong>72.24</strong></td>
<td><strong>63.91</strong></td>
<td><strong>67.43</strong></td>
<td>93.89</td>
<td>79.14</td>
<td>64.23</td>
<td>82.62</td>
<td>71.45</td>
<td><strong>3.54</strong>−0.70</td>
</tr>
<tr>
<td>PW-cb</td>
<td>55.41</td>
<td>66.90</td>
<td>71.69</td>
<td>63.81</td>
<td>67.09</td>
<td>93.87</td>
<td>79.09</td>
<td>64.11</td>
<td>82.59</td>
<td>71.36</td>
<td>3.26 −0.78</td>
</tr>
<tr>
<td>Wikipedia-31K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>14.84</td>
<td>15.85</td>
<td>16.99</td>
<td>15.58</td>
<td>16.36</td>
<td><strong>89.13</strong></td>
<td><strong>78.72</strong></td>
<td><strong>69.49</strong></td>
<td><strong>81.15</strong></td>
<td><strong>74.14</strong></td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>PW</td>
<td>18.29</td>
<td>19.18</td>
<td>19.74</td>
<td>18.95</td>
<td>19.35</td>
<td>86.40</td>
<td>73.72</td>
<td>64.59</td>
<td>76.59</td>
<td>69.50</td>
<td>20.60 −5.23</td>
</tr>
<tr>
<td>PW-cb</td>
<td>19.07</td>
<td>19.52</td>
<td>19.79</td>
<td>19.41</td>
<td>19.61</td>
<td>83.36</td>
<td>67.91</td>
<td>57.98</td>
<td>71.44</td>
<td>63.62</td>
<td><strong>23.52</strong>−11.57</td>
</tr>
<tr>
<td>Amazon-670K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>25.05</td>
<td>28.96</td>
<td>32.35</td>
<td>27.94</td>
<td>30.23</td>
<td>43.35</td>
<td><strong>38.72</strong></td>
<td><strong>35.18</strong></td>
<td><strong>39.77</strong></td>
<td><strong>37.04</strong></td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>PW</td>
<td>27.02</td>
<td>29.81</td>
<td>32.22</td>
<td>29.09</td>
<td>30.73</td>
<td><strong>43.36</strong></td>
<td>38.57</td>
<td>34.82</td>
<td>39.66</td>
<td>36.79</td>
<td>4.01 −0.39</td>
</tr>
<tr>
<td>PW-cb</td>
<td><strong>28.69</strong></td>
<td><strong>30.92</strong></td>
<td><strong>32.83</strong></td>
<td><strong>30.35</strong></td>
<td><strong>31.65</strong></td>
<td>43.25</td>
<td>38.68</td>
<td>34.94</td>
<td>39.72</td>
<td>36.87</td>
<td><strong>8.44</strong>−0.31</td>
</tr>
<tr>
<td>Wikipedia-500K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>29.83</td>
<td>35.24</td>
<td>38.31</td>
<td>33.68</td>
<td>35.55</td>
<td><strong>72.63</strong></td>
<td><strong>50.35</strong></td>
<td><strong>38.44</strong></td>
<td><strong>55.35</strong></td>
<td><strong>45.75</strong></td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>PW</td>
<td><strong>31.89</strong></td>
<td><strong>36.86</strong></td>
<td><strong>39.70</strong></td>
<td><strong>35.42</strong></td>
<td><strong>37.15</strong></td>
<td>72.27</td>
<td>50.13</td>
<td>38.21</td>
<td>55.11</td>
<td>45.50</td>
<td><strong>5.28</strong>−0.50</td>
</tr>
<tr>
<td>PW-cb</td>
<td>31.84</td>
<td>35.12</td>
<td>37.04</td>
<td>34.18</td>
<td>35.34</td>
<td>71.68</td>
<td>48.53</td>
<td>36.62</td>
<td>53.71</td>
<td>44.05</td>
<td>1.79 −2.94</td>
</tr>
</tbody>
</table>

Table 5: Comparison of the original and the proposed reweighted variants of BCE loss in APLC-XLNet algorithm. The weighting factors of PW and PW-cb are normalized as per Equation 24. The columns are the same as in Table 3. The proposed variants of BCE consistently improve propensity scored metrics on all the datasets. For most of the datasets, the decrease in vanilla metrics is small.

4 EXPERIMENTAL RESULTS

In this section, we discuss the results of applying the proposed variants of reweighted losses to the baselines. The goal is to improve propensity scored metrics, while vanilla metrics should not drop significantly. It should be noted that, since there is no raw text data available for WikiLSHTC-325K, the results of deep models are not presented for this dataset.

DiSMEC Results. The results for different variations of the DiSMEC algorithm are presented in Table 3. The main findings are:

- We can see that the variant based on propensity-weighting (PW based on equation (16)) improves the PS-metric results across all datasets (between 3.9% on Eurlex and 11.5% on AmazonCat), while not having much negative impact on the vanilla metrics (~1.5% on Amazon-670k up to +16.75% on Wikipedia-500k).
- Further improvements can be achieved on most datasets by choosing class-balanced weighting (PW-cb as given in Equation 21). For instance, except for Wikipedia-500K dataset, the relative improvement over DiSMEC range from 5.71% on Eurlex to 17.99% on WikiLSHTC dataset.

AttentionXML Results. The results for the propensity weighted variants of BCE loss used in AttentionXML are shown in Table 4. The main findings are:

- When applied to the standard AttentionXML architecture, the proposed variants of the BCE loss achieve significant...
improvements over the baseline for the propensity scored variants of precision and nDCG. The corresponding changes are quite significant for Wikipedia-31K dataset, with an average increase of approximately 23% for propensity scored metrics.

- While on one dataset (Wikipedia-31K) the propensity weighted BCE falls behind the ordinary one in terms of PS metrics, PW-cb, which further rebalances the loss function, surpasses the ordinary BCE on all the datasets.

**APLC-XLNet Results.** Table 5 presents a comparison of the proposed variants of BCE with the ordinary one in APLC-XLNet. The main findings of the results are listed below:

- On all the datasets, the proposed methods consistently improve PS metrics, ranging from 1.79% on Wikipedia-500K to 23.52% on Wikipedia-31K.
- The same as the two other models, the improvements in propensity scored metrics comes at a slight degradation on vanilla metrics. In this regard, PW performs significantly better than the rebalanced variant.

These results show that adapting the loss function to take into account missing labels improves the top-k classification (in terms of PS metrics) for all three investigated models and across a wide range of datasets. Unfortunately, there is no clear trend as to whether class-balancing further improves the results. In some instances it does quite substantially, whereas in others it leads to worse results. When applying these methods to new datasets, it is therefore recommended to test both approaches and see which one performs better. It may be noted that the normalization in Equation 24 has to be introduced. Thus, PW-cb, which further rebalances the loss function, surpasses the ordinary BCE on all the datasets.

5 APPLICATION TO OTHER ALGORITHMS
Apart from the linear and deep non-linear models for extreme classification discussed in section 4, we mention below other approaches for extreme classification in which the proposed loss functions could be applied.

1. **Sparse linear models:** (P)PD-Sparse [39, 40] algorithms exploit the sparsity in the primal and dual problem combined with elastic net regularization. PD-Sparse uses multi-class hinge loss while PPD-Sparse uses hinge loss for one-vs-rest style binary classification. Though not directly applicable to the multi-class hinge loss case in PD-Sparse, weighting the positive part of the loss function by \( 2/p - 1 \) as in Section 2.2 is applicable to the binary loss function in PPD-Sparse. ProXML [3] uses squared hinge loss and improves tail-label detection by posing the learning problem as an instance of robust optimization. It proposes to guard against small perturbations in the feature composition of the instances of the same class, leading to \( \ell_1 \) regularization. As a future work, the regularization can be combined with the loss function form of Equation 16.

2. **Deep learning:** Deeper architectures on top of word-embeddings have also been explored in recent works. A convolutional network based approach, XML-CNN, for deep extreme multi-label classification was proposed in [24]. Motivated by the success of AttentionXML for deep extreme classification, X-Bert, an approach based on pre-trained Bert language model ([15]) has been presented in the work [9]. It is expected that the convex surrogates for the BCE loss proposed in this paper are applicable to the settings in XML-CNN and X-Bert.

3. **Label-tree methods:** In label-tree based methods, the labels or training instances are hierarchically partitioned into different groups. For instance, Parabel [28] partitions the labels into two balanced groups using 2-means leading to a the construction of a label-tree. More flexible partitioning is introduced in Bonsai [22] via \( k \)-means clustering with potential imbalance among the \( k \) clusters. Linear classifiers by optimizing squared hinge loss in a one-vs-rest manner are learnt at the internal and leaf nodes of the label trees. Hence the same technique as used in the label tree of AttentionXML (described in Section 3) can be applied for the label tree-based methods including [35] & recently proposed NapkInXC [20].

4. **Negative sampling based methods:** The primary goal of these algorithms [4, 17, 31] is to avoid computing the loss over all the samples which do not belong a given label, and hence speed up training without any significant loss in prediction accuracy. In particular, since the Slice algorithm [17] uses fixed representations learnt from XML-CNN model to train the classifier in the last layer with squared hinge loss, and hence the formulation in Equation 16 is applicable.

Apart from the class of methods mentioned above, label-embedding approaches assume that, despite the large number of labels, the label matrix is effectively low rank and therefore project it to a low-dimensional sub-space [19, 33, 42]. In some of the works, it was argued that the low rank embedding may be insufficient for capturing the label diversity in XMC settings ([7, 36]), which has been questioned in the recent work [16]. The loss functions developed in this work apply to the setting in which the loss function decomposes over labels such as in [42]. On the other hand, it is not directly applicable for non-decomposable scenarios such as [7, 16].

6 CONCLUSION
In order to improve classification in settings with an extremely large and imbalanced set of labels which might go missing, we analyzed unbiased loss functions which decompose over the individual labels. These include the popular hinge- and squared-hinge-loss as well as Hamming and binary cross-entropy. Even though we can calculate unbiased estimates of many common loss functions used in XC (all that can be decomposed into binary losses), the resulting optimization problem is often ill-defined and thus impractical. However, the theory of reweighted surrogates provides a way to circumvent this problem, and allows for combination with other techniques used in XC to alleviate the imbalance problem.

For the deep methods, in order to stabilize the learning, an additional rescaling as given in Equation 24 has to be introduced. Thus, we get a set of methods that address both missing and imbalanced labels and work with both shallow and deep models. As our experiments showed, these can be applied in practice and provide a noticeable boost in performance across a wide range of datasets.
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