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Audibility of Group-Delay Equalization
Juho Liski , Aki Mäkivirta, and Vesa Välimäki , Fellow, IEEE

Abstract—This paper discusses the audibility of group-delay
variations. Previous research has found limits of audibility as a
function of frequency for different test signals, but extracting the
tolerance for group delay to help audio reproduction system de-
signers is hard. This study considers four critical test signals, three
synthetic and one recorded, modified with digital allpass filters. The
signals are filtered to produce a positive or negative group-delay
peak covering the most sensitive frequency range from 500 Hz
to 4 kHz, without changing the delay at other frequencies. ABX
listening tests using headphones reveal the audibility thresholds
for each signal. The perception is highly dependent on the signal,
and the unit impulse and pink impulse are the most critical test
signals. Negative group-delay variations are more easily audible
than positive ones. The smallest mean threshold for the negative
group delay was −0.56 ms and 0.64 ms for the positive group
delay, obtained with a pink impulse. The thresholds are smaller
than those obtained in previous studies. A synthetic hi-hat sound
decaying 60 dB in 80 ms hides a positive group-delay variation.
The variation is more difficult to hear in a recorded castanet sound
than in the most critical synthetic signals. This work demonstrates
how the group-delay response of headphones and loudspeakers can
be perceptually tested, and leads to a better understanding of how
audio systems should be equalized to avoid audible group-delay
distortion.

Index Terms—Acoustic signal processing, audio systems, delay
systems, headphones, IIR filters, psychoacoustics.

I. INTRODUCTION

GROUP-DELAY variation and its effect on sound repro-
duction have been studied widely since the 1970s [1]–[4].

This paper focuses on the audibility of a positive and negative
group-delay change in short transient signals, such as clicks and
percussive sounds, which have been found to be the most critical
test signals for small audio impairments [5], [6].

The main motivation for investigating group-delay distortion,
i.e., the variation of group delay from a constant value, is to
understand its audibility and how much it can affect audio
quality in loudspeakers and headphones [6]–[9] and in a com-
plete system including loudspeakers and a listening room [10].
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In well-designed loudspeakers, the group-delay variations can
be designed to be small, but when loudspeakers are used in
rooms, the group-delay variations can become substantial, up to
several tens of milliseconds. The knowledge on the group-delay
audibility is also useful for signal-processing techniques based
on imperceptible allpass filtering, such as in data-hiding in an
audio signal [11] and in linear audio compression, which reduces
the peak signal value with phase processing [12].

The magnitude response of a loudspeaker is typically flattened
with an equalizer [13]–[16]. In a multi-way loudspeaker, the
equalizer can be applied separately after the crossover filter-
ing for each transducer individually [15], [17], [18], applied
before the crossover filter, or combined with the crossover
filters [19]. The commonly used Linkwitz-Riley crossover filter
is a minimum-phase filter [15], [20] introducing phase distortion,
although it shows the same delay in all outputs. The phase
distortion is often described in terms of the group delay, i.e.,
the negative first derivative of the phase response [21]. A digital
allpass filter does not alter the magnitude response and is suitable
for equalizing the phase or group-delay response independently
of the magnitude response [22]–[25].

In addition to equalizing the phase around the crossover
frequencies [26], [27], phase equalization is applied at low
frequencies [14], [28]. Both Adam and Benz [26] and Herzog
and Hilsamer [28] used time-reversed allpass filters to apply
group-delay equalization. Similarly, the time-reversed version of
the windowed loudspeaker impulse response can be utilized as a
finite impulse response (FIR) filter to flatten the group delay [7].
This, however, doubles the ripple in the magnitude response and
also affects the system latency.

The audibility thresholds for group-delay variation from sev-
eral previous related studies are shown in Fig. 1. If not otherwise
stated, these studies have been conducted using headphones.
Green [3] applied Huffman sequences, or truncated impulse
responses of second-order allpass filters, to study the audibility
of phase distortion. He found a threshold value for the peak
group delay of about 2 ms for center frequencies of 625 Hz,
1875 Hz, and 4062 Hz.

Later, also rectangular pulses were used in listening tests, not
only impulse responses. Jensen and Møller compared plain 50-
μs square pulses to ones filtered with second-order allpass filters
with center frequencies of 250 Hz, 500 Hz, 800 Hz, 1200 Hz,
and 2000 Hz [29]. This led to group-delay thresholds of 4.7 ms,
2.3 ms, 1.5 ms, 1.6 ms, and 1.6 ms, respectively. Blauert and
Laws performed a similar listening test to [29], but used a 25-
μs-wide rectangular pulse as the test signal and filtered them with
allpass filters with the center frequencies of group-delay peaks
at 0.5 kHz, 1 kHz, 2 kHz, 4 kHz, and 8 kHz [4]. The resulting
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Fig. 1. Audibility thresholds for group delay from previous studies.

thresholds were 3.2 ms, 2.1 ms, 0.9 ms, 1.3 ms, and 1.9 ms,
respectively [4]. Training was shown to lower these values [4].

The minimum integration time of the auditory system has been
shown to be about 2 ms [30], which is of a magnitude similar
to many reported group-delay audibility thresholds: Deer et
al. reported a threshold value of 2 ms at 2 kHz using second-order
allpass filters and clicks [31], whereas Hoshino and Takegahara
were interested in the audible effects of high-frequency anti-
aliasing filters and obtained a threshold value of 2 ms when
comparing square-wave pulse trains with group-delay distortion
at 10 kHz, 12 kHz, 15 kHz, and 20 kHz and the corresponding
linear-phase version [32].

Minnaar et al. employed a listening test where the Q factor of
a second-order allpass section was adjusted to find the threshold
of audibility when a test signal and its filtered version were
compared [5], [33], [34]. They applied both causal and non-
causal filtering (using time-reversal) to impulses, and obtained
constant group-delay thresholds for center frequencies of 1 kHz,
2 kHz, 4 kHz, 8 kHz, and 12 kHz: +1.5 ms (+1.6 ms was
reported in [5]) and−1.2 ms for the causal and non-causal cases,
respectively. The latter values are included in Fig. 1. They noted
that the group-delay peak can predict the audibility, but actually
the decay of the sinusoidal component in the impulse response
determines the perceived difference [34].

Flanagan et al. performed an extensive test on group-delay
audibility using both headphones and loudspeakers [8]. The
results of the listening test with a lowpass filtered 20-μs pulse
was compared to the results of the same signal filtered with a
second-order allpass filter having the center frequency of 1 kHz,
2 kHz, or 4 kHz and a peak group delay of 0.5 ms, 1.0 ms,
2.0 ms, 4.0 ms, 8.0 ms, or 16.0 ms. The obtained threshold value
was about +1.6 ms for all frequencies, also shown in Fig. 1,
when using headphones, and only slightly higher thresholds
were obtained with loudspeakers in a low-reverberant room.

Various researchers have published additional observations
regarding the origin [7], [35] and audibility of group-delay
distortion without discussing audibility thresholds [1], [36]. A

big motivation for such test has been loudspeakers and their
phase properties: the audibility of actual or simulated loud-
speaker phase has been studied in [37]–[39] and loudspeaker
equalization and its effects on the phase audibility have been
studied in [14], [26], [28], [40]. Finally, even though group-
delay distortion is often reported to be more easily audible with
headphones than with loudspeakers [5], [8], [36], [37], contra-
dicting results have also been reported [41], [42]. Bech’s results
showed no significant difference between the two reproduction
methods [39].

The aim of this study is to determine audibility thresholds
for group-delay variations. This is related to loudspeaker equal-
ization in a range of frequencies previously known to be the
most sensitive for hearing variations in the system group delay.
Importantly, this also means that negative group-delay peaks
must be studied. This case has been investigated in only one
previous study using a single test signal [5]. The present study
includes several test signals, mostly synthetic and also a recorded
castanet signal.

As in several previous studies, group-delay variations are
produced using allpass filters. As a novelty, this work avoids
group-delay fluctuations at low frequencies by forming group-
delay peaks with a combination of two allpass filters, one of
which is applied backward in time. This is accomplished using
time reversal, which is possible when test signals are processed
offline. Extra care has been taken in setting up the listening test to
ensure that the sample presentation method does not contribute
to the test results.

Since negative group-delay peaks occur in phase-equalized
loudspeakers, their audibility is considered a relevant research
problem here. Positive group-delay peaks appear in loudspeaker
responses due to their low- and high-frequency roll-off charac-
teristics and the crossover filters [27], but negative peaks can
arise when applying group-delay equalization. For instance,
when processing the loudspeaker impulse response in order
to obtain an approximately linear-phase, symmetrical impulse
response (within the boundaries of measurement accuracy and
filter order), some of the time-domain energy can be moved
ahead of the main peak of the impulse response. This effect can
be modeled by applying a time-reversed allpass filter to a signal,
causing the energy of a narrow frequency band to occur earlier
in time.

In this work, the audibility of the group-delay variations are
studied in headphone listening using an ABX test [43] (two-
alternatives forced-choice test), which is suitable for comparing
audio signals with very small differences. This study has been
designed carefully to minimize the effect of headphones or other
external factors. The headphones used in this study have been
verified to show sufficiently small group-delay variations to not
be a factor in the threshold evaluation. The results obtained in the
listening test are different for positive and negative group-delay
peaks and for each test signal, and are believed to be relevant
for loudspeaker design and testing.

This paper is organized in the following way. Sec. II intro-
duces the test signals used in this study and explains how they
are processed using a pair of allpass filters. Sec. III presents
the design of the listening test, including an analysis of the
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Fig. 2. Waveforms of test signals: (a) unit impulse, (b) pink impulse,
(c) castanet (first strike), and (d) synthetic hi-hat.

headphones used. Sec. IV analyzes the data obtained in the
listening test and derives the main results of this work. Sec. V
discusses our results and compares them with those of previous
studies, and Sec. VI concludes the paper. The appendix derives
the impulse responses of first-order and second-order allpass
filters.

II. TEST SIGNALS

This section discusses the choice of audio test signals used in
this study and proposes signal processing techniques to modify
their group delay.

A. Selection and Synthesis of Test Signals

Both synthetic and recorded signals were used in order to
achieve the highest sensitivity and to connect the test to real-
world signals. All test signals were produced, stored, and played
back at the sample rate of fs = 44 100 Hz. No sample-rate con-
versions were involved. The complete listening-test apparatus
used a linear-phase reconstruction filtering. The contribution of
the system impulse response was studied, and we concluded that
the apparatus did not affect the test results.

One of the synthetic signals is the unit impulse, which is
shown in Fig. 2(a). It was chosen since it has been used in previ-
ous studies (see, e.g., [5]), and due to its minimal temporal length
it is sometimes thought to be the most critical test signal in audio.
When the unit impulse is filtered with the allpass filter, the result
is purely the impulse response of that filter, which is the shortest
possible signal having the desired group-delay characteristics.
The filtered ideal unit impulse has a flat magnitude response
across the audible frequency range, as shown in Fig. 3(a), which
suits this listening test, in which various center frequencies are
of interest. The drawback of the unit impulse is its low total
energy, which may result in a soft sound. However, this did not
limit its use in this listening test.

The second synthetic sound was a pink impulse [6]. Due to the
flat spectrum of the unit impulse, it sounds bright. To emphasize

Fig. 3. Magnitude spectra of the test signals of Fig. 2: (a) unit impulse,
(b) pink impulse, (c) castanet (first strike), and (d) synthetic hi-hat. In (c) and
(d), the gray line is the spectrum and the black line is its third-octave smoothed
version.

the low and middle frequencies, which dominate in music audio,
a pink impulse has been specified to have the same spectrum
as pink noise [6]. It was observed to improve the audibility of
group-delay differences over the unit impulse in our previous
study [6]. The spectrum of the pink impulse is H(ω) = 1/

√
ω,

where ω = 2πf is the angular frequency (rad) and f is the
frequency (Hz). Since the spectrum H(ω) is real-valued, it
corresponds to a zero-phase symmetric pink impulse.

The pink impulse H(ω) was synthesized using the frequency
sampling method at 16 384 frequency points containing both
positive and negative frequencies [6]. Next, this H(ω) was
inverse discrete Fourier transformed, and the two halves of
the result were swapped to have the peak in the middle of the
signal buffer. Finally, 440 samples (10 ms at the sample rate of
44 100 Hz) from the middle of the buffer were truncated with the
Blackman window. This resulted in the short symmetric pulse
shown in Fig. 2(b). Its spectrum, shown in Fig. 3(b), decays
about −3 dB per octave everywhere except at frequencies below
100 Hz, where it has been flattened by truncation, so as not to
excessively stress the headphones.

The other two test signals, one recorded and the other synthe-
sized, were similar to percussive sounds commonly appearing
in music, and thus make the results applicable to typical audio
program material. The recorded signal was a castanet rhythm
from the SQAM compact disc [44]. The waveform of the first
strike and its magnitude spectrum are shown in Figs. 2(c) and
3(c), respectively. The recording contains room reverberation,
and its energy is concentrated in a narrow frequency range in
the vicinity of 2 kHz. However, since the castanets are a real
sound source, the test subjects are familiar with it, and this links
the test better to their everyday life than the synthetic signals.

Furthermore, due to the drawbacks of the castanet recording,
such as high reverberation, one more test signal was synthe-
sized. In order to obtain another signal resembling real-world
musical sounds, a closed hi-hat cymbal sound was produced.
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The synthesized hi-hat signal, shown in Figs. 2(d) and 3(d),
was obtained by creating a 0.5-s burst of white Gaussian noise
and multiplying it with an exponentially decaying envelope.
Thus, a relatively flat magnitude spectrum is obtained. The
duration of the hi-hat signal is longer than the other signals.
The pole of the leaky integrator in the envelope generator is
real, located at 0.998, which corresponds to a time constant of
11 ms (i.e., 500 samples). This results in a 60-dB decay in
approximately 80 ms.

B. Generating Positive and Negative Group Delays

The test signals were filtered to introduce group-delay peaks
of different magnitude at various center frequencies. The chosen
nominal center frequencies were 500 Hz, 1 kHz, 2 kHz, 3 kHz,
and 4 kHz, which cover the most sensitive frequency region of
hearing. Concurrently, we did not want to cause changes in the
magnitude spectrum of the signals. So, a second-order allpass
filter was chosen for this purpose, due to its bell-like group-delay
curve and flat magnitude response [25], [31], [45].

A second-order allpass filter section has the following transfer
function:

A2(z) =
a2 + a1z

−1 + z−2

1 + a1z−1 + a2z−2
, (1)

where the filter coefficients a1 and a2 are

a1 = −2R cosφ and a2 = R2, (2)

respectively, R is the magnitude of complex conjugate poles,
and ±φ are the angles of the poles. These parameters are linked
to the two main design parameters, center frequency fc in Hz
and peak group-delay value T in ms, by relations [8]

φ = 2πfc/fs (3)

and

R =
τ − 1

τ + 1
, (4)

with

τ =
Tfs

1000
, (5)

where τ is the peak group delay in samples at the sample rate of
fs = 44100 Hz.

The bandwidth of a group-delay peak is defined as the fre-
quency range between points where the group delay is 50% of
the peak value [8]. This definition is used for all group-delay
peaks in this work. The analytical bandwidth of the group-delay
peak of a second-order section in Hz is [8]

B2 = 2 cos−1

(
R2 − 4R+ 1

−2R

)
= 2 cos−1

(
τ2 − 3

τ2 − 1

)
, (6)

where (4) has been applied to reach this final form.
However, in addition to the group-delay peak, the second-

order allpass filter causes some group delay to occur at low
frequencies. An example is shown in Fig. 4(a), where a group-
delay peak of 0.62 ms is produced at 980 Hz, but the group delay
is also increased at lower frequencies so that it is approximately
0.27 ms at 10 Hz. In order to focus the listening test only on

Fig. 4. (a) Second-order (black lines) and first-order (gray) allpass component
filters used to create the (b) positive (solid lines) and negative (dashed) group-
delay peak.

Fig. 5. (a) Block diagram showing allpass filtering forward and backward,
where filter H1(z) is applied forward and filter H2(z) processes the input
signal backward in time, and (b) the structure for creating group-delay peaks
greater than 0.5 ms by cascading M blocks of Si from (a).

the narrow group-delay peak, we suggest using a first-order
allpass filter backwards to cancel the delay at low frequencies,
as shown in Fig. 4(b). This is possible since the test signals are
prepared offline. This principle is shown in Fig. 5(a). The idea
of reversing the signal for digital filtering has been proposed in
several studies [5], [26], [28], but here it is applied for a different
purpose: to shape the group delay at low frequencies.

The total group delay is generated by applying the first-order
allpass filter and the second-order filter having the same group
delay at low frequencies. A positive group-delay peak is obtained
by running the second-order allpass filter forward and the first-
order filter backward, whereas a negative peak is obtained with
the second-order allpass filter backward and the first-order filter
forward, as shown in Fig. 4.

The first-order filter must have the same group-delay behavior
at low frequencies as the second-order one. Thus, we want to
find a formula for the single parameter d in a first-order allpass
filter of the form

A1(z) =
−d+ z−1

1− dz−1
, (7)

such that the pole d is determined by the design parameters
of the second-order allpass filter R and φ. The formula for the
first-order allpass filter coefficient d can be solved using analytic
group-delay equations.
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The group-delay function τ2(ω) of the second-order allpass
filter, in samples, can be written as [21]

τ2(ω) = 2 +
2R cos (ω − φ)− 2R2

1 +R2 − 2R cos (ω − φ)
+

2R cos (ω + φ)− 2R2

1 +R2 − 2R cos (ω + φ)
.

(8)

The group delay τ1(ω) of a first-order filter, on the other hand,
is given by [21]

τ1(ω) =
1− d2

1 + d2 − 2 d cos (ω − φ1)
, (9)

where φ1 = 0, since it is the angle of the pole. In order to match
the two group delays at low frequencies, we set them equal at
0 Hz:

τ2(ω)|ω=0 = τ1(ω)|ω=0 . (10)

A small amount of algebra and the help of the quadratic
formula give two possible solutions for d:

d =
ν + 1

ν + 1
= 1 or d =

ν − 1

ν + 1
, (11)

where ν is a temporary variable

ν =
2− 2R2

1 +R2 − 2R cos (φ)
. (12)

The former solution in (11) is a constant and is therefore dis-
carded, leaving us with a single solution that can be expanded
to obtain the equation for d:

d =
4(R2 − 1)

R2 + 2R cos (φ)− 3
− 1. (13)

Note that, when (7) and (13) are used to design the first-order
allpass filters, the resulting magnitude responses are perfectly
flat without any ripple, similarly to the second-order allpass
filters used in this work.

Equations (7) and (13) are used to design the first-order allpass
filters in Fig. 4(a) corresponding to the second-order filters in
the same subfigure (both positive and negative peaks are shown);
when fc = 980 Hz and τ = ±27.3 samples (or T = ±0.62 ms),
we obtain d = 0.8439 and d = 1.1850 for the positive and
negative peaks, respectively, and the match is perfect apart from
the peak in both cases. Finally, determining the difference of
the group delays of the two filters results in a single 0.5-ms
group-delay peak, either a positive or a negative one, shown in
Fig. 4(b), as desired. The obtained group-delay peaks are not
exactly symmetric on the logarithmic frequency axis, but they
satisfy the needs of this study, as the asymmetry is small. The
same procedure is utilized for the other center frequencies using
the fc, T , and d values shown in Table I.

The first-order allpass filter affects the center frequency of the
group-delay peak, which results in the actual second-order filter
center frequencies differing from the nominal center frequencies
of 500 Hz, 1 kHz, 2 kHz, 3 kHz, and 4 kHz. Iterating a correct,
slightly modified center frequency for the second-order allpass
section is quite easy, when a certain final center frequency is

TABLE I
ALLPASS FILTER AND GROUP-DELAY PEAK PARAMETERS FOR 0.5 MS. COPIES

OF EACH ALLPASS FILTER PAIR ARE CASCADED TO PRODUCE LARGER

GROUP-DELAY PEAKS

Fig. 6. A set of group-delay functions produced using the allpass filtering
techniques of Fig. 5 to have the peak values of (bottom to top) T = 0.5 ms,
1.0 ms, 3.0 ms, and 5.0 ms at fc = 1 kHz. The bandwidth of these group-delay
peaks is the same (856 Hz), since they are all scaled from the 0.5-ms curve. The
dashed lines indicate the 50-% bandwidth limits.

targeted. The modified center frequencies fc of the second-
order sections are shown in Table I. Also the bandwidth of the
group-delay peak is affected by the second filtering operation.
The original bandwidths of the second-order filters B2 and the
bandwidths of the twice-filtered final allpass filtersB are given in
Table I. The difference in the bandwidths is also shown in Fig. 4,
as the second-order filter in (a) has a group-delay bandwidth of
1030 Hz whereas the group-delay peak in (b) has a bandwidth
of 856 Hz.

The proposed allpass filtering technique shown in Fig. 5(a)
can be applied several times to produce group-delay peaks of
multiples of ±0.5 ms. This is shown in Fig. 5(b). For example, a
group-delay peak of 1 ms is obtained by cascading the operations
of Fig. 5(a) two times (M = 2). Similarly, a group-delay peak of
5.0 ms is obtained by cascading M = 10 such processes, since
each of them produces a 0.5-ms peak. By cascading multiple
structures of Fig. 5(a) instead of designing a new allpass-filter
pair for each peak value, the bandwidth remains the same for
each filter structure with the same center frequency. This is
shown in Fig. 6.

C. Allpass Filtering to Produce Small Group Delays

Unfortunately, for smaller group-delay values, the peak pro-
duced with a second- and a first-order allpass filter becomes
very wide. In order to produce signals where the processing is
very hard or impossible to hear, we wanted to create group-delay
peaks of ±0.25 ms.
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TABLE II
ALLPASS FILTER PARAMETERS FOR GROUP-DELAY PEAKS EQUAL TO 0.25 MS

Fig. 7. (a) Two second-order allpass component filters (black and gray lines)
used to create the (b) small positive (solid lines) and negative (dashed) group-
delay peak of ±0.25 ms.

Different filters are needed to produce a smaller group-delay
peak. The forward filter is still a second-order allpass section,
and the values of fc and T are shown in Table II for the differ-
ent center frequencies. However, another second-order allpass
section is also used for the time-reversed filtering instead of the
first-order one, as shown in Fig. 7(a). The center frequencies fc

and the values of the parameter T of the additional second-order
filters are given in Table II. This leads to a single group-delay
peak with the desired maximum value, as shown in Fig. 7(b). The
additional second-order filters also affect the center frequency
and bandwidth of the resulting peaks, which are presented in
Table II.

D. Allpass Filtered Test Signals

All the desired group-delay peaks were produced with one of
the two allpass filtering methods. The maximum values of the
peaks are ±0.25 ms, ±0.5 ms, ±1.0 ms, and ±2.0 ms for the
two impulse-like signals (unit and pink impulses) and −5.0 ms,
−2.0 ms, −1.0 ms, 0.5 ms, 1.0 ms, 3.0 ms, and 5.0 ms for the
castanet and synthetic hi-hat sounds. All the test signals used in
this work are available online [46].

Finally, we consider the impulse responses of the allpass
filters. Appendix A shows how these are derived from the
transfer function coefficients, and here we discuss the responses
of the filters in Fig. 4(b) as an example for both the positive
and negative peak case. Figure 8 shows the impulse responses
both on a linear and on a logarithmic scale: Figs. 8(a) and (c)
correspond to the positive group-delay peak and Figs. 8(b) and
(d) to the negative one. The impulse responses (23) and (24),
which correspond to the second- and first-order allpass sections,
respectively (see Appendix A), are combined using convolution.

The impulse response of Fig. 8(a) corresponding to the pos-
itive group-delay peak is obtained by convolving (23) with the

Fig. 8. Impulse responses of the allpass filters in Fig. 4(b) producing (a) a
0.5-ms (b) a −0.5-ms group-delay peak at 1 kHz and (c), (d) the same impulse
responses on the dB scale.

time-reversed version of (24). However, the impulse response
in Fig. 8(b), corresponding to the negative group-delay peak, is
obtained by time-reversing the impulse response of the second-
order section (23) and convolving it with (24), the impulse
response of the first-order section. As is seen in Figs. 8(c) and
(d), the example impulse response decays approximately 100 dB
within approximately 5 ms in both directions in time. The actual
test signals contain 8820 zeros before the signal begins and
13 230 zeros after the signal, or 200 ms and 300 ms, respectively,
to ensure that the allpass filter responses are not cut during the
processing.

As is seen in Fig. 8, the impulse responses for the positive and
negative peak are mirror images of each other on the time axis.
This is natural, since the same filters are used, but in opposite
direction in time. One also sees that both impulse responses
in Figs. 8(a) and (c) contain energy before the main impulse.
Likewise, the impulse responses in Figs. 8(b) and (d) contain
energy after the main impulse. This is due to one of the filters
being applied backwards. Thus, in order to only obtain a group-
delay peak without the excess group delay at low frequencies, a
small compromise is required regarding the temporal behavior
of the allpass filter.

III. LISTENING TEST

The unprocessed and processed test signals described in
Sec. II were compared in a formal blind listening test. The test
comprised four different test signals, five center frequencies,
and eight or seven group-delay peak-values for the impulse-like
signals and the real-life signals, respectively, resulting in 150
different signals. In addition, two extra repetitions for an anchor
signal and four training signals were used for the test subjects to
familiarize themselves with the distinct test-signal types and the
user interface of the test. All in all, the test included 156 signals
for each test subject.
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Fig. 9. Variability of (a) the magnitude response and (b) the group delay of the
left and right earpieces of three pairs of Sennheiser HD-650 headphones used in
the listening tests. The thick black curves are the average responses whereas the
thin gray lines are the minimum and maximum responses showing the deviations
between headphones.

The test subjects were all employees of Aalto University with
normal hearing. All except one had prior experience of formal
listening tests. The age of the test subjects ranged from 24 to 39
years, with the mean of 29.9 years. The test was conducted in
sound-proof listening booths at the Aalto Acoustics Lab, Espoo,
Finland. The test software was run on Mac Minis manufactured
in 2014 and running MacOS 10.14.6, and the headphones were
attached to the Objective2 + ODAC headphone amplifier/digital-
to-analog converter combo.

The test was performed using Sennheiser HD-650 head-
phones, which are widely used in subjective testing. Three pairs
of headphones were used. The magnitude responses and group
delays of both the left and right earpiece of all headphones
were measured beforehand using a dummy head with ear canal
simulators to verify that their responses did not differ much from
each other. The headphones were connected to the complete test
setup during the measurements. Figure 9 shows the average and
variability of all the earpiece responses. To account for the slight
variation in the earpiece sensitivity, the magnitude responses in
Fig. 9(a) are normalized at 1 kHz.

Figure 9 indicates that the magnitude response and the group
delay of the headphones were in good agreement in the frequen-
cies between 500 Hz and 4 kHz, the range of interest in the
present study. The magnitude responses of the three headphone
pairs varied by approximately ±0.75 dB between 500 Hz and
3 kHz and by less than ±1.5 dB between 3 kHz and 4 kHz. The
group delay varied by ±0.025 ms in the range from 1.5 kHz to
4 kHz and by less than ±0.1 ms below 1.5 kHz. In addition,
the left-right channel balance was tested and was found to be
good: within the frequency range under test, the level difference
was within 1.27 dB, 2.23 dB, and 2.30 dB for the three pairs of
headphones. Thus, the headphones suited the test well and are
not likely to have produced additional audible effects to the test
signals, making the listening tests performed with the different
pairs comparable.

Previous studies indicate that the audibility of phase distortion
is largely unaffected by the reproduction level [5] as long as
a certain minimum level is exceeded [3], [8]. Generally, the
studies whose results are shown in Fig. 1 report a sound pressure
level (SPL) of 80–90 dB SPL [3], [8], [32] or then talk about

a “comfortable listening level” without further details [5], [31].
These listening levels can be assumed to be close to the other
studies since Flanagan et al. [8] report that a peak level of 90 dB
SPL results in a comfortable listening level for impulsive sounds.

We reproduced all test signals at a level of 80 dB SPL except
the unprocessed and processed unit impulses, where the level
was 85 dB SPL. This was due to the small amount of energy
contained in the unit impulses. A subjective pilot test confirmed
that the processing did not produce perceivable loudness differ-
ences between the reference and the processed sounds that could
serve as an unwanted clue to detect a signal. No further loudness
compensation was needed.

The listening test was conducted in accordance with the ABX
method and was implemented using webMUSHRA [47]. On
each trial, the subjects could listen to three versions of a given
audio material. These were labelled “Reference,” “A,” and “B”.
The reference was always the original test signal against which
both “A” and “B” were compared. Either item “A” or “B” was
a processed signal, and the other was the hidden reference,
which was identical to the reference signal. The processed
signal differed from the original signal only in its group delay.
The magnitude spectrum and the interval of test signals were
identical. The task of the subject was to recognize which item
was the hidden reference by selecting “A” or “B”. The subjects
could play all three test sounds as many times as they wanted
and could freely switch between them.

The motivation behind the listening test was to obtain data
to fit a psychometric function corresponding to the audibility
threshold of the group-delay peaks at different center frequen-
cies. The psychometric function relates a subject’s answers to
a test variable describing the probability of correct answers in
a detection or discrimination task as a function of the stimulus
intensity [48]–[50]. It can typically be estimated with a sigmoid
function [48], [49], [51], and the detection threshold is then taken
as the variable value at which a set probability is reached. In this
work, the 75-% threshold point is used, just like in Flanagan
et al. [8]. The 75-% point refers to half of the answers being
correct; 50% refers to a guessing probability.

Thirteen subjects participated in the listening test, but one had
to be excluded. The test included a particularly easy-to-hear low
anchor signal three times (pink impulse with a −2-ms group-
delay peak at 1 kHz), which all subjects had to detect correctly
at least two times out of three to show that they can hear the
differences and are concentrating on the task. The discarded
subject responded wrongly two out of three times. Eight subjects
performed the test twice with a three-week interval between
tests. The long period between the repeated test, and the fact
that all the test deliveries were randomized, ensured that the
second test was independent of the first. There is no evidence
of a training effect, apart from a faster execution of the test on
the second time. A total of 20 responses per test condition were
gathered when all responses across subjects were pooled.

IV. RESULTS

This section presents the analysis of the listening test data and
the results from the listening test.
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A. Data Analysis and Confidence Intervals

The ABX listening test is a Bernoulli trial [52], i.e., an
experiment with exactly two outcomes: “success” or “failure”.
The binomial proportion confidence interval [53] can be used
to estimate the interval of a success probability, and only the
number of experiments and number of successes are required
for this. The Wilson score interval [54], which performs well
with a small number of trials [53], is used in this work. The
Wilson score interval gives the success probability interval pCI,
which is formed of two parts pA and pB, as [53]

pCI =
nS +

Z2

2

n+ Z2
± Z

n+ Z2

√
nSnF

n
+

Z2

4
= pA ± pB, (14)

where n is the total number of trials, nS and nF are the number
of successes and failures, respectively, and Z is the Z-value of
a standard normal distribution. In this work, we use the 68.3%
confidence level (one standard deviation, Z = 1).

After having estimated the success probability and the corre-
sponding confidence interval, these are grouped into p:

p = {pA + pB, pA, pA − pB} . (15)

Next, the sigmoid functions were fitted to the data using the
Matlab Curve Fitting Toolbox and a custom equation. The
sigmoid function is expressed as

σ(x) = min(p) +
max(p)− min(p)
1 + e−b(x−a)

, (16)

where the min() and max() functions set the range for the
sigmoid, and parameters a and b set the half-range point and the
slope of the sigmoid, respectively, using nonlinear least-squares
fitting [55]. The min() and max() functions in (16) are obtained
from (15), and thus we have three values for each function corre-
sponding to the two confidence interval limits and the perceived
responses from the test subjects. The largest max(p) ≤ 1 is
obtained for the upper confidence interval limit, and the smallest
min(p), which is obtained for the lower confidence interval limit,
can be less than 0.5.

The following examples show how (14), (15), and (16) are
used to derive the audibility thresholds and the corresponding
confidence intervals. Two extra points are first added to augment
the data for sigmoid fitting. One point is placed at a very low
group-delay value and at the 50% level. Another point is placed
at a very high group-delay value and at the 100% level. This
is done so as to make the extremes of the sigmoid converge to
50% (no detection, random response) and to 100% (confident
detection), respectively. This helps primarily the cases of the
castanet and synthetic hi-hat sounds, particularly the negative
group-delay cases. Without data augmentation, the mathemati-
cal sigmoid fit would not be constrained in a sensible way even if
the results indicated that the listeners are responding to audible
effects. Because of this need, the augmentation was added to
all cases. We use the values ±0.01 ms and ±10 ms for the
impulse-like sounds and ±0.01 ms and ±15 ms for the other
two test sounds, for the certainly non-detectable and detectable
cases, respectively.

After this pre-processing step, (14) is used to obtain three sets
of data for each test case: one set to obtain the best fit to the

Fig. 10. Four examples of the sigmoid fitting with both positive and negative
group-delay peaks. Crosses are the observed data points, black curves are the
sigmoids fitted to these, and the gray curves are the upper and lower confidence
intervals, respectively. The threshold limit of 75% is marked with the dashed
line.

observed answers, the other two to obtain the lower and upper
confidence limits for the best fit. Here, a test case is defined as
the percentage of correct answers for a single test signal and for
either positive or negative group-delay peaks.

The sigmoids are then fitted to each data set (best fit, upper
confidence limit, lower confidence limit) for each test case
using (16). Some curve fits required manual weighting in order
to converge to sigmoid shapes due to the distribution of the
responses. Examples of the resulting sigmoid curve fits are
shown in Fig. 10. They illustrate the range of the sigmoid shapes
obtained using the data. The three sigmoid curves (the best fit
and the two confidence limits) per case are presented in Fig. 10.
The audibility thresholds and the confidence limits associated
with the threshold are obtained at the 75% level in the sigmoid
fits. The equation for the threshold group-delay value Tth (in ms)
is derived from (16):

Tth = −
ln (max(p)−min(p)

0.75−min(p) − 1)

b
+ a, (17)

where ln() is the natural logarithm. In this way we obtain the
best fit detection threshold values with relevant estimates of the
confidence interval for each value for each test signal and at
each center frequency for both positive and negative group-delay
peaks.

B. Audibility Thresholds of the Group Delay

The audibility thresholds obtained as described in the previous
section are shown in Fig. 11 and are given as numerical values
in Table III together with their confidence intervals for all
signals and for positive and negative group-delay peaks. The
impulse-like sounds (unit impulse and pink impulse) result in
the lowest detection threshold values, whereas the two musical
signals (castanet and synthesized hi-hat) require larger group
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TABLE III
GROUP-DELAY AUDIBILITY THRESHOLDS AND CONFIDENCE-INTERVAL LIMITS IN MILLISECONDS

Fig. 11. Group-delay audibility thresholds.

delay in order to create an audible change in audio. This is likely
due to the temporal length of the signal, i.e., how much energy
appears after, or before in case of the negative peaks, the main
part of the sound. In the two impulse-like signals, the majority
of sample values are either zero or very small, and the impulse
itself is either one sample (unit impulse) or few samples long
(pink impulse).

For the castanet recording and the synthetic hi-hat, the signal
decay requires time after the initial attack, as seen in Fig. 2.
Positive group-delay peaks can move some of the signal energy
to occur later in time, and this may be masked by the decay
tail of the signals whereas no such masking happens for the
negative group-delay effect moving some energy to an earlier
time, before the initial attack. This seems to be especially clear
in the results for the hi-hat signal at positive group-delay values.
The hi-hat signal produces the largest threshold values at three
center frequencies while also being the longest of the test signals.

For negative group delays, the differences in threshold values
in Fig. 11 are smaller between the impulse-like signals and
the other signals, particularly at lower frequencies. This can
be explained using Fig. 2. Whereas the castanet and hi-hat
signals require time to decay to zero, the sample value before
the initial start of signal attack is either zero or really small.
Thus, there is less energy to mask the effects of the allpass
filters inflicting negative group delay, which results in smaller
threshold values. However, the effective signal length does not

explain the differences between the threshold values for the
impulse-like signals with positive and negative group delay that
occur especially at 500 Hz and 1 kHz. A similar difference was
also reported in [5], and thus we can say that, below 1 kHz, the
audibility of group-delay peaks is greater with negative peaks
than positive peaks.

An interesting question about group-delay audibility is fre-
quency dependency. Figure 11 shows that the frequency de-
pendency depends on the test signal. Group-delay peaks (both
positive and negative) applied to impulse-like signals are seen
to result in horizontal straights indicating that there either is
no frequency dependency or that its effect is minor. The two
other signals, however, result in non-flat curves. When analyzing
the possible reasons for the frequency dependency, no clear
causes were found for the hi-hat test signal that produced the
largest frequency dependency, especially for positive group-
delay peaks. Before the listening test, we hypothesized that the
non-flat magnitude of the castanet signal or the reverberation it
contained (cf. Figs. 3 and 2, respectively) can affect the audibility
of the group delay. For positive group delays, the threshold is
seen to be rather constant, apart from the 500-Hz point. This
might be due to the lack of energy compared to, e.g., the 2-kHz
region. However, for the negative group delays, the 2-kHz data
point differs from the overall trend of the castanet curve. This
might be because the bulk of the signal energy occurs around
the 2-kHz region. Thus, the tail of each successive click can
mask part of the following click, and especially the sound energy
before the actual click due to an allpass filter with a negative
group-delay peak. Alternatively, backward masking can occur
with the main click masking the sound that the allpass filter has
moved before it.

Finally, we consider some of the verbal comments given
by the test subjects. The test was generally considered hard,
since there were many test cases where no differences could
be heard. At the same time, most test subjects said that they
learned to distinguish the audible cues after a certain number
of sounds, which helped in the test. They commented that the
most noticeable clue was the chirp-like property of some sounds.
Many test subjects commented that the test felt binary: one either
heard the difference immediately or did not hear it at all. They
noticed that listening to a test sound multiple times did not help
them. There was no consensus about the hardest test signal, since
each of the four test signals was named as the hardest one by
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Fig. 12. Comparison of the previously reported group-delay thresholds (gray
lines, cf. Fig. 1) and the results of this study (black curves, cf. Fig. 11).

different subjects. The comments from the few subjects who
took the test twice did not change between the rounds. The test
was still considered hard, but due to the familiar test sounds
and the knowledge about the binary nature of the test, the time
required for the second test decreased considerably, which was
noted in the comments.

V. DISCUSSION

When the results in Fig. 11 are compared to the earlier
studies considered in Fig. 1, we see that our impulse-like signals
produced lower threshold values than the ones found in the other
studies for positive group-delay values. This is shown in Fig. 12.
The castanet sound, however, matches the previously reported
threshold values well, and the hi-hat sound produced mostly
higher values than the ones shown in Fig. 1. Our threshold for
the hi-hat signal also varies in a more unpredictable way than any
other reported threshold as a function of frequency. For negative
group-delay peaks, we can only compare the results from Møller
et al. [5], [33], [34]. Our test resulted in lower threshold values
for the impulse-like signals and in similar threshold values for
the two real-life signals, aside from the 2-kHz point and for the
hi-hat also above that.

The reason for the lower thresholds for the impulse-like
signals found in our study may be the different processing from
the other studies and, in the case of the negative group-delay
peaks, a different test setup. Our allpass filtering comprising
cascaded allpass-filter pairs produces only a single group-delay
peak compared to the response of a single second-order allpass
filter containing the peak and a constant group delay at low
frequencies utilized in previous studies. The excess group delay
at low frequencies might have affected the results of the other
studies, or, on the other hand, the time-reversed allpass filter
may increase the audibility of the group-delay processing by
moving energy in front of the main impulse (or after it in the
case of negative group-delay peaks). The test setup difference
is between the ABX test of the present study and a variable-Q
test used by Møller et al. [5], [33], [34], which might affect the
threshold results for the negative group-delay peaks.

VI. CONCLUSION

This study comprised a novel signal processing method for
creating group-delay peaks with a desired center frequency, and
a listening test to determine the audibility thresholds for group
delay. The group-delay peaks were generated with a second-
order allpass filter and a first- or second-order allpass filter used
backwards in time. The latter filter removed the low-frequency
group delay caused by the first allpass filter so that only a single
peak remained in the group-delay response.

The listening test contained four different signals: the unit
impulse, the pink impulse, a castanet recording, and a synthetic
hi-hat cymbal sound. The two former signals are known to be the
most critical for group-delay audibility, whereas the latter two
resemble real-life musical signals and thus help to generalize the
results better. Group-delay audibility was tested at the frequen-
cies 500 Hz, 1 kHz, 2 kHz, 3 kHz, and 4 kHz. The results indicate
that the audibility thresholds for local group-delay variation are
less than ±1 ms for the most critical signals, and approximately
1.5 ms to 4.5 ms for a local positive group-delay peak and
between −1.0 ms and −2.3 ms for a local negative group-delay
peak for real-life signals.

In the present study, just like in multiple earlier studies, the
impulse-like signals resulted in the lowest threshold values.
However, the thresholds obtained in this work for the impulsive
signals are considerably smaller than those reported earlier. The
thresholds found in our study for the real-life signals were either
the same or slightly higher than the ones reported in other studies.
This study reports also the audibility of the negative group delay
and finds this to be slightly more audible than a positive group
delay. Earlier studies have primarily focused on the positive
group delay alone.

To summarize, we found that earlier work has been able
to establish the audibility threshold rather well. However, the
slightly more stringent audibility limits reported in this paper
indicate that, in highly critical applications, tighter assumptions
about the potential audibility of the delay variation are necessary.
The obtained group-delay audibility thresholds are useful when
equalizing loudspeakers aiming for very high accuracy. The
limits help to determine how much time-domain equalization is
needed or, on the other hand, how much magnitude equalization
can be applied such that unwanted audible changes to the time
structure in audio signals are avoided.

APPENDIX A IMPULSE RESPONSES OF SECOND- AND

FIRST-ORDER ALLPASS FILTERS

Here, we show how the filter coefficientsa1 anda2 can be used
to calculate the impulse response of the second-order allpass
section having the transfer function shown in (1), and how the
filter coefficient d can be used to calculate the impulse response
of the first-order allpass section having the transfer function
shown in (7).

In order to obtain the explicit formula for the impulse re-
sponse of the second-order section, we need to find the partial
fraction expansion (PFE) of the transfer function in (1). There
are two ways to do this, resulting in two different structures
(see, e.g., [56] or [57]). The resulting impulse responses are,
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however, identical. We have chosen to utilize the less common
structure containing an IIR part delayed with respect to the
FIR part, since it results in numerically better behavior during
implementation [57]. Thus, the resulting transfer function after
the PFE is

A2(z) = F + z−1

(
r̃1

1− p1z−1
+

r̃2
1− p2z−1

)
, (18)

whereF is the FIR part, r̃n are the residues, and pn are the poles.
First, one must find the poles of A2(z) using the quadratic

formula. This results in complex conjugate poles pairs

p1 =
1

2

(
−a1 +

√
a21 − 4a2

)
,

p2 = p∗1,

(19)

when 0 < φ < π. The next step is to apply the Heaviside cover-
up method [58] to the non-causal expression of A2(z), i.e., the
A2(z)where both the numerator and denominator are multiplied
by z2 to calculate the residues r̃n:

r̃n = (z − pn)A2(z)|z=pn
. (20)

In the cover-up method, the term (z − pn) in the denominator
of A2(z) is canceled out to determine the residue rn of pole pn.
Since the allpass section has two complex conjugate poles, the
residues will also be complex conjugates:

r̃1 = − (a2 − 1)(a1
√

a21 − 4a2 − a21 + 2a2 + 2)

2
√

a21 − 4a2
,

r̃2 = r̃∗1. (21)

Now we only need to calculateF . This is done by first setting (1)
equal to (18) and substituting z = ∞. Thus, every component
containing the term z−1 goes to zero and we are left with

F = a2. (22)

This method works, since F is a constant across the entire
frequency range.

Finally, in order to determine the impulse response, we need
to calculate the inverse Z-transform of (18). Since the terms of
the PFE of A2(z) are simple, we can utilize inverse Z-transform
tables. Note that the delay term in front of the IIR part results in
a time-shift:

h2[n] = Fδ[n] + r̃1p
n−1
1 u[n− 1] + r̃2p

n−1
2 u[n− 1] (23)

for n ≥ 0, where δ[n] is the unit impulse and u[n] is the unit
step function.

The first-order section is more straightforward. The recursive
formula is obtained by simply inserting an impulse into the filter
and observing the output. Thus, we obtain the following impulse
response formula [59]:

h1[n] = −dδ[n] + (−dn+1 + dn−1)u[n− 1]. (24)
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