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A B S T R A C T

The database and the database management system (DBMS) are two of the main components of any information system. Structured Query Language (SQL) is the most popular query language for retrieving data from the database, as well as for many other data management tasks. During system development and maintenance, software developers use a considerable amount of time to interpret compiler error messages. The quality of these error messages has been demonstrated to affect software development effectiveness, and correctly formulating queries and fixing them when needed is an important task for many software developers. In this study, we set out to investigate how participants (N = 152) experienced the qualities of error messages of four popular DBMSs in terms of error message effectiveness, perceived usefulness for finding and fixing errors, and error recovery confidence. Our results show differences between the DBMSs by three of the four metrics, and indicate a discrepancy between objective effectiveness and subjective usefulness. The results suggest that although error messages have perceived differences in terms of usefulness for finding and fixing errors, these differences may not necessarily result in differences in query fixing success rates.

© 2021 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Ease of use and accessibility have been growing research topics, as information technology is becoming more and more inclusive, and even systems intended for expert use are reaching non-expert user bases (e.g., Gutiérrez et al., 2019; Espinosa et al., 2015). One branch of systems intended for experts is database management systems (DBMS), typically tightly connected with Structured Query Language (SQL) for managing database data. Database management systems are annually a multi-billion scale industry. DBMSs are one of the major enabling factors behind almost all information systems, and most of the popular modern DBMSs use SQL as their query language. Possibly due to SQL’s popularity in the industry, the language has received ample attention in research (Taipalus and Seppänen, 2020; Lawa et al., 2016), and remains a topic in almost all information technology curricula guidelines in higher education (Topi et al., 2010; Joint Task Force on Computing Curricula, Association for Computing Machinery (ACM) and IEEE Computer Society, 2013; The Joint Task Force on Computing Curricula, 2015).

Consequently, also human factor considerations in the context of query languages have been studied in several lines of research in the 1970s and 1980s (Welty and Stemple, 1981; Reisner, 1977, 1981; Reisner et al., 1975). Rather unfortunately, however, more recently these research topics have received less and less attention from scholars. More specifically, query language usability in terms of SQL compiler error messages has not received scientific attention in the language’s modern implementations. The timeliness in this regard is an important concern because, since the 1980s, SQL has emerged as the most popular query language, yet SQL is not the same language as it was 40 years ago (Taipalus and Seppänen, 2020). In the context of programming languages, programmers use a considerable amount of time on reading and interpreting error messages (Barik et al., 2017). Especially for novice developers, error messages are an important usability concern (Lee and Ko, 2011). Therefore, how these error messages are presented and formatted may help the user considerably in translating intent into programming language constructs (Kolling, 1999). However, a recent study (Becker et al., 2016) summarizes programming language error messages as “terse, confusing, too numerous, misleading, and sometimes misleadingly wrong”, and concludes that some studies have shown that enhancing error messages is beneficial for error recovery, even though contradictory evidence has also been presented. For these reasons, it seems
justified to argue that error message research should be extended from programming languages to query languages.

To the best of our knowledge, this study is the first attempt to bring together the vivid research fields of human–computer interaction and database management systems with the topic of SQL compiler error messages. We compare the error messages of the four most popular relational database management systems (MySQL, Oracle Database, PostgreSQL, and SQL Server) in terms of error message effectiveness, perceived usefulness for finding and fixing errors, and error message effects on error recovery confidence. Our research setting is a between-subjects comparison of responses from a total of 152 participants, and the results show statistically significant differences between error messages of different DBMSs in error message effectiveness and perceived error message usefulness for finding and fixing SQL errors. The results indicate, at least in the scope of our study, that (i) although there are differences between error messages of different DBMSs regarding perceived usefulness for error finding and fixing, these differences are less clearly reflected in successful error fixing. Furthermore, the results imply that (ii) PostgreSQL error messages are generally the most effective and considered the most useful, yet all differences are not statistically significant. These findings also denote that (iii) the differences between the DBMS error messages are likely concretized in aspects other than error fixing success rates, e.g., in time required to fix errors. Finally, (iv) we observed no differences between error message effects on error recovery confidence, which is a possible indication of uniformly positive or neutral effects of error messages to error recovery.

The rest of this study is structured as follows. In the next section, we discuss the theoretical background and prior works. In Section 3, we describe our research questions, the scope of our study, how our data were collected, and threats to validity. In Section 4, we present our results for each research question, and in Section 5 discuss practical implications of our results for research, industry, and education, as well as identified limitations. Section 6 concludes the study.

2. Theoretical background

2.1. SQL errors

Errors in SQL query formulation have usually been divided into either syntax and semantic errors (Smelcer, 1995; Ahadi et al., 2016a,b), or syntax, semantic and logical errors, with the addition of complications (Brass and Goldberg, 2006; Taipalus et al., 2018; Taipalus and Perälä, 2019). According to both categorizations, only syntax errors are recognized by the DBMS, and the latter division describes logical errors as closely related to the current task, or data demand, i.e., to what information the query is intended to retrieve. If a query does not correspond to the current data demand, it is considered logically incorrect (Taipalus et al., 2018). Queries with semantic errors, in turn, are characterized as being always incorrect (Brass and Goldberg, 2006), as queries that exhibit semantic errors can be deemed incorrect even without the knowledge of the data demand. Finally, complications are unnecessary elements that could be omitted from the query without effects on the result table.

As syntax errors are the only errors that output an error message instead of a result table, syntax errors are a natural point of interest in database management system usability research, as opposed to other types of errors. Although the SQL standard (ISO/IEC, 2016a,b) defines and describes how SQL operates, there is no single stand to what is a syntax error, as the standard leaves room for interpretation. As a simple example, the SQL standard describes that character literals are enclosed in single quotes, and character strings in double quotes, and, e.g., MySQL tolerates expressions such as \texttt{column} \_1 = \texttt{“a”}, yet PostgreSQL returns a syntax error caused by the double instead of single quotes. Consequently, different DBMSs tolerate certain SQL constructs like implicit type conversions to different degrees. Partially as a result of different implementations of syntax checks, different DBMSs have different types of syntax errors, and consequently output different error messages. For example, Microsoft SQL Server categorizes syntax errors differently than Oracle Database (Randolph, 2003). In addition to studying user errors in the context of a particular DBMS, at least one SQL standard based error categorization has been attempted (Taipalus et al., 2018).

Several studies discuss the wide variety of SQL syntax errors (Smelcer, 1995; Ahadi et al., 2016a) such as unmatched parentheses, typographic errors in SQL keywords and database object names, and ill-placed aggregate functions. Some studies have shown that syntax errors are the most frequent errors (Taipalus et al., 2018; Poulsen et al., 2020), yet they are usually fixed (Taipalus and Perälä, 2019), as opposed to logical errors which are both frequent and relatively difficult to spot and fix (Taipalus and Perälä, 2019). Ample scientific attention has also been given to the causes behind query formulation errors, such as cognitive factors (Smelcer, 1995; Taipalus, 2020b; Shin, 2020; Mills et al., 2020), the effects of data demand ambiguity (Borthick et al., 2001a; Casterella and Vijayasarithy, 2019), database normal form (Borthick et al., 2001b; Bowen et al., 2004), and database structure complexity (Taipalus, 2020a). These studies have focused on data retrieval, and there is a solid scientific footing to build upon, as opposed to, for example other Data Manipulation Language statements such as UPDATE or DELETE. Then again, data retrieval statements can be repurposed as updates or deletes with relative ease.

2.2. Error messages

The DBMS’s SQL compiler generates the error message. From the perspective of an error message relevant to this study – as opposed to, e.g., DBMS errors resulting from something other than erroneous user-written queries – there are several steps that each have potential triggers for syntax errors. Although different DBMSs have different implementations, according to a general description (Hellerstein et al., 2007), the SQL compiler contains a parser that checks SQL keywords, fully qualifies table references in the query, and checks them along with attribute references against the system catalog. This uncovers, e.g., potential misspellings in database object names and SQL keywords. The parser also checks if the query follows implemented SQL logic and set configuration, such as full grouping. Next, the query rewriter simplifies and evaluates arithmetic, if applicable, and the query optimizer generates an execution plan if one is not found. Finally, the plan executor, working in tandem with the storage manager, fetches the data. In summary, the parser is the most relevant DBMS component in the SQL compiler in the scope of this study.

Despite the age of SQL and some DBMSs, SQL compilers have remained in the sidelines of research concerning error messages. Several SQL debuggers, some with demonstrated positive effects have been proposed, e.g., Habitat (Dietrich and Grust, 2015; Grust et al., 2011; Grust and Rittinger, 2013) and I-REX (Miao et al., 2020), yet it remains unclear how widely these, and other third party debuggers are used in industry and education. In fact, we could not find a single peer-reviewed scientific publication focusing specifically on query language compiler error messages, and therefore we discuss programming language error message research in this subsection. Although SQL and programming languages share similarities, and programming language error messages are a tangential line of research, it is worth
noting that query and programming languages have some fundamental differences, e.g., declarative versus imperative nature, the complexity of the units of execution, and the underlying purpose (Taipalus, 2019).

Programming language compiler error messages have received ample and increasing attention in scientific literature. A recent study found hundreds of scientific articles on the topic, with 107 proposals on enhancing error messages (Becker et al., 2019), e.g., providing context, reducing cognitive load, and showing programmers examples of similar errors. The consensus view appears to be that current error messages are confusing in different ways (Denny et al., 2011; Becker, 2016; Becker et al., 2018), terse programming language compiler error messages have been considered difficult for finding and fixing errors (Denny et al., 2011; Schorsch, 1995; McCall and Kolling, 2014), and the problem of confusing error messages also seems a wider problem (Shneiderman, 1982). On the other hand, while some techniques such as error message spacing, colors (Dong and Khandwala, 2019), and syntax highlighting (Hannebauer et al., 2018) have been shown to increase error message effectiveness, the evidence has sometimes been anecdotal (Becker et al., 2019), or even controversial (Sarkar, 2015; Denny et al., 2014; Pettit et al., 2017). Finally, the challenges in enhancing error messages are also complex, and although solutions are proposed, it may be unclear if these solutions can be or should be implemented. Some of the recognized problems are related to programming language performance, error mapping between original code and the version of the code being compiled, and the distance between the source of the error and the point in which the error is realized (Becker et al., 2019).

2.3. Error recovery

Error recovery refers to the process of three phases, namely detecting, explaining, and correcting an error (Zapf and Reason, 1994; van der Schaaf, 1995). The scientific field around error recovery is vivid, yet mainly studied outside the domain of information technology (e.g., Seifert and Hutchins, 1992; van der Schaaf, 1995). In terms of SQL compiler syntax error messages, the first phase is initiated (at the latest) by the compiler, if the query writer is unable to fix the error before sending the SQL statement to the compiler. The first phase refers solely to the notion of realization of an error, without knowledge of the error’s location, nature, or cause. This first phase is the most studied aspect of error recovery, as it initiates the error recovery process (Kontogiannis, 1999). In the second phase, the error is located, either solely by the end-user, or by the end-user with the help of the DBMS error message, and the cause of the error is, at least implicitly, explained or speculated. Finally, in the third phase, an attempt is made to fix the error. From an educational point of view, confidence in completing tasks is an important concern, especially when a task is not mandatory. A recent study found that subjective confidence influences human decision making in choosing which tasks to pursue (Carlebach and Yeung, 2020).

From the above considerations, three intuitive metrics for error recovery may be drawn. Error finding refers to the process of locating the erroneous part or parts of the query. When the task’s complexity increases, it is natural that finding the error becomes more and more difficult, although the difficulty of error finding may remain the same. In the context of SQL syntax errors, the query may span several lines, making error finding a more difficult task, yet fixing the error may be a trivial task once the erroneous part is found. In addition to subjective indicators, error fixing can be measured objectively, i.e., with success rates for fixing errors. As discussed in the previous sections, however, many error messages are perceived confusing. A confusing error message may decrease user confidence in error recovery even though the user felt confident in error recovery after detecting the error, but before reading the error message. Increased confidence has been shown to be related to increased success (Carlebach and Yeung, 2020), and objective measures and subjective confidence have usually been shown to have a strong correlation (Martino et al., 2012; Fleming et al., 2010). However, some studies have argued for breaking the confound between confidence and success (Desender et al., 2018), and a discrepancy between confidence and success may be an indicator of a problem in the recovery process. Finally, studying the effects of error messages on error recovery may give indications on how different types of error messages may influence SQL education.

3. Research setting

3.1. Research questions

Our research questions measure both objective and subjective indicators of syntax error message qualities discussed in Section 2. First, we measure success rates for fixing erroneous queries based on participant skill and DBMS error messages. Second, we measure participants’ perception of error message usefulness in terms of finding the erroneous part of the query, fixing the error, and participant confidence in error recovery.

RQ1: Which error messages are effective for fixing erroneous queries? To answer this question, we investigate success rates [0,1] for fixing erroneous SQL queries based on DBMS error messages. Answers are presented in Section 4.2.

RQ2: Which error messages are perceived useful for finding the error? To answer this question, we analyze subjective experiences on how useful different DBMS error messages are in pinpointing the erroneous part in the SQL query using a five point Likert scale. Answers are presented in Section 4.3.

RQ3: Which error messages are perceived useful for fixing the error? To answer this question, we analyze subjective experiences on how useful different DBMS error messages are for fixing the error using a five point Likert scale. Answers are presented in Section 4.4.

RQ4: Which error messages are perceived to increase confidence in error recovery? To answer this question, we examine subjective experiences on how different DBMS error messages affect user confidence in error recovery using a five point Likert scale. As this study focuses on the two latter error recovery phases, and particularly on the output from different DBMSs, we deemed worth studying how the error messages are perceived in relation to user expectations and perceptions on the error. Answers are presented in Section 4.5.

3.2. Study scope

As DBMSs are numerous, and our pool of potential study participants was limited, we chose the four most popular relational database management systems for our study. As DBMS popularity is a rather ambiguous concept, we utilized DB-Engines Ranking\(^1\) in the selection process. According to the website, the popularity ranking is based, among other metrics, on frequencies of technical discussions, mentions in social media platforms, and

\(^1\) https://db-engines.com/en/ranking.
the number of listings on professional networks. The four most popular DBMSs chosen for this study were Oracle Database (19c Enterprise Edition 19.5.0.0.0), MySQL (8.0.12 with InnoDB storage engine), Microsoft SQL Server (2019 Developer), and PostgreSQL (12.1), respectively. At the time of testing, these versions were the most recent available, excluding beta versions and release candidates.

As discussed in Section 2.1, it is typical that only queries with syntax errors result in an error message. However, DBMSs categorize syntax errors differently, return at least slightly different error messages, and sometimes tolerate errors to different degrees (Taipalus et al., 2018). In contrast, other types of errors typically behave similarly in different DBMSs, i.e., they invoke no DBMS messages to the query writer. For these reasons, we chose to focus solely on syntax errors. Furthermore, although SQL contains several sublanguages, each with several types of SQL statements, we chose to study solely syntax errors in SELECT statements, as SELECT has received the most scientific attention in tangential research concerning SQL errors (Taipalus and Perälä, 2019; Taipalus and Seppänen, 2020).

Ultimately, the participants were shown the databases schema, skill in fixing SQL errors. These control questions were the same for all participants regardless of the error messages returned by the four DBMSs. However, it is still possible that the error messages of SQLite resemble some of the error messages returned by the four DBMSs. However, we deemed providing practical SQL training unfeasible without a DBMS.

3.4. Threats to validity

3.4.1. Training prior to participation

As described in the previous section, the participants were given formal training before participating in the study. The formal training involved practical SQL exercises with a DBMS, and the error messages returned by the DBMS may accustom participants to some types of syntax errors. For this reason, we utilized SQLite in the training, and not one of the DBMSs studied in this research. It is still possible that the error messages of SQLite resemble some of the error messages returned by the four DBMSs. However, we deemed providing practical SQL training unfeasible without a DBMS.

3.4.2. Differences in participant skill

As described in Section 3.3, the study participants were randomly assigned to one of the four database management system groups. This design invites the potential threat of participants with higher (or lower) skill ending up in the same group, thus skewing the results with no regard to the error messages studied. To mitigate the effect of this control variable, the form included four control questions similar to the tests proper. These control questions were the same for all participants regardless of group. We ran a Kruskal–Wallis H test to determine if there were differences in control question score between the four groups of participants using different database management systems: MySQL (n = 51), Oracle Database (n = 36), PostgreSQL (n = 25), and SQL Server (n = 40). Distributions of control question scores were similar for all groups, as assessed by visual inspection of a boxplot. Median control question scores were not statistically significantly different between groups, $H(3) = 1.289, p = .732$. Kruskal–Wallis H test was chosen because the data were not normally distributed.

3.3. Data collection

We selected the study participants among second, third, and fourth-year university students from software engineering, computer science, and information systems science fields. The participants took part in the study by answering an online form (cf. Appendix A). Prior to participation, the participants were given a formal training of approximately 30 h over the course of four weeks in relational theory and SQL. The potential participants were randomly divided into four different database management system groups (MySQL, Oracle Database, PostgreSQL, and SQL Server), and asked to answer the form. In other words, our study design is a between-subjects comparison of four groups. By answering the form, participants were given course points towards a better grade. Answering was not mandatory, and participating in the study was not mandatory even though a participant chose to answer the form.

In the form, the participants were first shown a data privacy statement, which was followed by a question whether they chose to participate in the study, or merely answer the form. Out of the 175 students who answered, 152 (87%) chose to participate. Next, the participants were shown four control questions testing their skill in fixing SQL errors. These control questions were the same for every participant, regardless of the DBMS group they were assigned to. Next, a participant was shown the database schema, a data demand, a corresponding erroneous SQL query and the error message from the DBMS respective to the DBMS group they were assigned to, and the answer form consisting of a text box to write the fixed query, and Likert scale questions Appendix A. After the participant had answered one test testing a particular syntax error (cf. Table 1) and the associated error message, the next test was shown, until the participant had answered all sixteen tests. The order of the tests was randomized for each participant. The test could be paused and continued later or stopped altogether. In the latter case, we would have omitted the participant’s answers from this study, yet none of the participants stopped answering. The participants could use any materials during the tests, yet the online form gave no feedback on the correctness of the answers regarding, e.g., fixing erroneous SQL statements. After data collection, the first author analyzed the queries written by the participants for errors. If a query contained at least one syntax error, the query was marked incorrect.
Table 1

<table>
<thead>
<tr>
<th>Test</th>
<th>Syntax error name</th>
<th>Test</th>
<th>Syntax error name</th>
</tr>
</thead>
<tbody>
<tr>
<td>T01</td>
<td>ambiguous column</td>
<td>T09</td>
<td>failure to specify column name twice</td>
</tr>
<tr>
<td>T02</td>
<td>omitting quotes around character data</td>
<td>T10</td>
<td>using an aggregate function outside SELECT or HAVING</td>
</tr>
<tr>
<td>T03</td>
<td>IS where not applicable</td>
<td>T11</td>
<td>grouping error: extraneous grouping column</td>
</tr>
<tr>
<td>T04</td>
<td>confusing the syntax of keywords</td>
<td>T12</td>
<td>nonstandard operators</td>
</tr>
<tr>
<td>T05</td>
<td>confusing the logic of keywords</td>
<td>T13</td>
<td>using WHERE twice</td>
</tr>
<tr>
<td>T06</td>
<td>too many columns in subquery</td>
<td>T14</td>
<td>nonstandard keywords or standard keywords in wrong context</td>
</tr>
<tr>
<td>T07</td>
<td>undefined column</td>
<td>T15</td>
<td>synonyms</td>
</tr>
<tr>
<td>T08</td>
<td>mispellings</td>
<td>T16</td>
<td>curly, square or unmatched brackets</td>
</tr>
</tbody>
</table>

3.4.4. Unnatural environment

One threat to validity is the unnatural characteristics of the online form used, as opposed to a software developer writing and fixing SQL queries and testing their solutions against an SQL compiler and a database. Contrary to a natural environment, the online form did not provide feedback on success or failure in fixing errors. It has been shown that although some SQL errors are numerous, they are usually fixed by query writers, while others are more difficult to fix (Taipalas and Peralá, 2019). In this regard, the effectiveness of different error messages (RQ1) should be interpreted with caution. Although this presents a threat in a more general sense, the research setting was similar for all four DBMS groups and should have a minimal effect between the groups. Furthermore, building an environment where user confidence can be measured requires some unnatural elements—confidence cannot be measured in a similar fashion if participants engage in a feedback loop with the DBMS.

3.4.5. Novice participants

Some techniques are better suited for novices, and some for professionals (Feldt et al., 2018). As we attempt to study the effectiveness of different error messages, we deemed novices more appropriate participants, and therefore, we decided to recruit students for this study. Arguably, using professionals, who are more likely to fix errors regardless of the error message, and who have professional experience in using one or more DBMS, our research setting would have introduced multiple problematic threats to validity. In the past, critique on using students as participants has been raised. However, current research does not appear to validate such a clear cut view (Falessi et al., 2017), but rather suggests choosing participants appropriate for each study, as both students and professionals induce different threats to validity (Feldt et al., 2018).

4. Results

4.1. Outlook of the results

To present an overview of our findings, we present the results first as sum variables comprised of the results of all sixteen tests. The test by test (T01 through T16) results are presented in the following sections (Sections 4.2 through 4.5), each dedicated to one research question. Data analyzed for RQ2 (i.e., perceived usefulness for finding the error) contained no outliers, were normally distributed, and met requirements for homogeneity of variance. For this analysis, we used one-way ANOVA, which is a parametric test for determining whether there are statistically significant differences between the means of independent groups.

For the other research questions, we used Kruskal–Wallis H test, because data were not normally distributed. Kruskal–Wallis H test may be considered a non-parametric alternative for ANOVA when certain assumptions such as normal distribution are not met. Group sample sizes were unequal due to participant assignment and choices regarding study participation, but both ANOVA (Blanca et al., 2017) and Kruskal–Wallis H test (Lachenbruch and Clements, 1991) have been shown to be robust in this case. The significance level was set to \(\alpha = .05\) for all the statistical tests, and Bonferroni correction was used in multiple pairwise comparisons. The null and alternative hypotheses are summarized in Table 2.

It is worth noting that MySQL tolerated the syntax errors in tests T05 and T09. For these tests for MySQL, we used a made-up error message and omitted the results from the analysis. This approach was chosen because we wanted each group to have the same number of tests. Furthermore, MySQL error messages concerning grouping were produced with `sql_mode=only_full_group` by which enables grouping related behavior without the optional feature T301 in the SQL standard (ISO/IEC, 2016b), and similar to that of PostgreSQL, Oracle Database, and SQL Server. This affects test T11.

For RQ1 (Fig. 1a), a Kruskal–Wallis H test was run to determine if there were differences in success rates between four groups of participants with different database management systems: MySQL \((n = 51)\), Oracle Database \((n = 36)\), PostgreSQL \((n = 25)\), and SQL Server \((n = 40)\). Success rate refers to the portion of participants in a DBMS group who were able to fix a query divided by the total number of participants in the respective DBMS group. Distributions of success rates were similar for all groups, as assessed by visual inspection of a boxplot. Median success rates were statistically significantly different between the database management system groups, \(H(3) = 22.0, p < .001, \eta^2 = .048\) (a small effect size). Subsequently, pairwise comparisons were performed using Dunn’s (1964) procedure with a Bonferroni correction for multiple comparisons. Adjusted \(p\)-values are presented. This post hoc analysis revealed statistically significant differences in success rates between MySQL \((\text{Mdn} = .75)\) and SQL Server \((\text{Mdn} = .81)\) \((p = .002, \eta^2 = .018)\), and MySQL and PostgreSQL \((\text{Mdn} = .83)\) \((p = .002, \eta^2 = .038)\), but not between MySQL and Oracle Database \((\text{Mdn} = .75)\) \((p = 1)\), Oracle Database and PostgreSQL \((p = .098)\), or Oracle Database and SQL Server \((p = .168)\).

For RQ2 (Fig. 1b), a one-way ANOVA was conducted to determine if database management system error messages provided by different database management systems are perceived useful for finding the error. Participants were assigned into four groups: MySQL \((n = 51)\), Oracle Database \((n = 36)\), PostgreSQL \((n = 25)\), and SQL Server \((n = 40)\). There were no outliers, as assessed by boxplot; data were normally distributed for each group, as assessed by Shapiro–Wilks test \((p > .05)\); and there was homogeneity of variances, as assessed by Levene’s test of homogeneity of variances \((p = .994)\). The results are presented as means with a 95% confidence interval. Perceived usefulness for finding the error was statistically significantly different between database management system groups, \(F(3, 148) = 17.635, p < .001, \omega^2 = .25\) (a small effect size). Perceived usefulness for finding the error increased from Oracle Database \((M = 3.11, SD = .56)\) to MySQL \((M = 3.51, SD = .59)\) to SQL Server \((M = 3.77, SD = .59)\) to PostgreSQL \((M = 4.15, SD = .57)\), in that order. Tukey post hoc analysis revealed that the mean increase from Oracle Database to...
Table 2
A summary of tested hypotheses (null, alternative) — the statistical tests showed statistically significant differences between the database management groups regarding success rates, error message usefulness for finding the error, and error message usefulness for fixing the error, but not regarding error recovery confidence.

<table>
<thead>
<tr>
<th>RQ</th>
<th>Hypotheses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( H_0: ) the distributions of success rates for all database management groups are equal. ( H_1: ) the distributions of success rates for all database management groups are not equal.</td>
</tr>
<tr>
<td>2</td>
<td>( H_0: ) the means of error message usefulness for finding the error for database management groups are equal. ( H_1: ) at least one group mean is different (i.e., they are not equal).</td>
</tr>
<tr>
<td>3</td>
<td>( H_0: ) the distributions of error message usefulness for fixing the error for all database management groups are equal. ( H_1: ) the distributions of error message usefulness for fixing the error for all database management groups are not equal.</td>
</tr>
<tr>
<td>4</td>
<td>( H_0: ) the distributions of error recovery confidence for all database management groups are equal. ( H_1: ) the distributions of error recovery confidence for all database management groups are not equal.</td>
</tr>
</tbody>
</table>

Fig. 1. Results for RQ1 and RQ2 as sum variables (presented as mean with a 95% confidence interval) — for example, the bar labeled MySQL in Fig. 1a represents the mean of successfully fixed syntax errors for all sixteen tests for all participants in the MySQL database management system group.

MySQL (0.40, 95% CI [0.07, 0.72]) was statistically significant (\( p = .011 \)) with a large effect size (\( d = 0.88 \)), but no other immediate increases between groups were statistically significant.

For RQ3, (Fig. 2a), a Kruskal–Wallis H test was run to determine if error messages provided by different database management systems are perceived useful for fixing the error: MySQL (\( n = 51 \)), Oracle Database (\( n = 36 \)), PostgreSQL (\( n = 25 \)), and SQL Server (\( n = 40 \)). Distributions of perceived usefulness were similar for all groups, as assessed by visual inspection of a boxplot. Medians for perceived usefulness for fixing the error were statistically significantly different between the database management system groups, \( H(3) = 28.393, p < .001, \eta^2 = .219 \) (a large effect size). Subsequently, pairwise comparisons were performed using Dunn's (1964) procedure with a Bonferroni correction for multiple comparisons. Adjusted \( p \)-values are presented. This post hoc analysis revealed statistically significant differences in perceived usefulness for fixing the error between MySQL (\( Mdn = 3.21 \)) and PostgreSQL (\( Mdn = 4.00 \)) (\( p = .001, \eta^2 = .292 \)), Oracle Database (\( Mdn = 3.03 \)) and PostgreSQL (\( p < .001, \eta^2 = .263 \)), and Oracle Database and SQL Server (\( Mdn = 3.38 \)) (\( p = .018, \eta^2 = .127 \)), but not between MySQL and Oracle Database (\( p = 1 \)), SQL Server and PostgreSQL (\( p = .314 \), or MySQL and SQL Server (\( p = .254 \)).

For RQ4 (Fig. 2b), a Kruskal–Wallis H test was run to determine if database management system error messages are perceived to affect error recovery confidence with different database management systems: MySQL (\( n = 51 \)), Oracle Database (\( n = 36 \)), PostgreSQL (\( n = 25 \)), and SQL Server (\( n = 40 \)). Distributions of perceived usefulness regarding confidence were similar for all groups, as assessed by visual inspection of a boxplot. Median error recovery confidence increased from MySQL (\( Mdn = 3.36 \)) to Oracle Database (\( Mdn = 3.44 \)) to SQL Server (\( Mdn = 3.72 \)) to PostgreSQL (\( Mdn = 3.75 \)), but the differences were not statistically significant between groups, \( H(3) = 4.379, p = .223 \).

4.2. Error message effectiveness

A Kruskal–Wallis H test was run to determine if there were differences in success rates between four groups of participants with different database management systems: MySQL (\( n = 51 \)), Oracle Database (\( n = 36 \)), PostgreSQL (\( n = 25 \)), and SQL Server (\( n = 40 \)). Regarding error message effectiveness test by test (Fig. 3), only test T01 showed statistically significant differences between groups. Distributions of success rates were similar for all groups, as assessed by visual inspection of a boxplot. Median success rates were statistically significantly different between the database management system groups, \( H(3) = 12.327, p = .006, \eta^2 = .082 \) (a medium effect size). Subsequently, pairwise comparisons were performed using Dunn’s (1964) procedure with a Bonferroni correction for multiple comparisons. Adjusted \( p \)-values are presented. This post hoc analysis revealed statistically significant differences in success rates between Oracle Database (\( M = 0.67 \)) and SQL Server (\( M = 0.90 \)) (\( p = .028, \eta^2 = .082 \)), and between Oracle Database and MySQL (\( M = 0.92 \)) (\( p = .007, \eta^2 = .005 \)). Other pairwise comparisons were not statistically significant.

4.3. Error message usefulness for finding the error

A Kruskal–Wallis H test was run to determine if database management system error messages are perceived useful for finding the error with different database management systems: MySQL (\( n = 51 \)), Oracle Database (\( n = 36 \)), PostgreSQL (\( n = 25 \)), and SQL Server (\( n = 40 \)). Regarding error message usefulness for finding the error by test (Fig. 4), tests T02 and T15 showed no statistically significant differences between groups. Distributions of perceived usefulness for finding the error were similar for all groups, as assessed by visual inspection of a boxplot. Statistically significant differences between database management systems and pairwise comparisons are summarized in Table 3, test by test.

4.4. Error message usefulness for fixing the error

A Kruskal–Wallis H test was run to determine if database management system error messages are perceived useful for fixing the error with different database management systems: MySQL (\( n = 51 \)), Oracle Database (\( n = 36 \)), PostgreSQL (\( n = 25 \)), and SQL
Fig. 2. Results for RQ3 and RQ4 as sum variables (presented as mean with a 95% confidence interval) — for example, the bar labeled MySQL in Fig. 2a represents the mean of perceived usefulness for fixing the error for all sixteen tests for all participants in the MySQL database management system group.

Fig. 3. Error message effectiveness test by test measured in success rate (presented as mean with a 95% confidence interval); results for tests T05 and T09 for MySQL are omitted.

Table 3
<table>
<thead>
<tr>
<th>Test</th>
<th>H(3)</th>
<th>p (η²)</th>
<th>MY - OR</th>
<th>MY - SS</th>
<th>MY - PG</th>
<th>OR - SS</th>
<th>OR - PG</th>
<th>SS - PG</th>
</tr>
</thead>
<tbody>
<tr>
<td>T01</td>
<td>7.912</td>
<td>p = .048 (.052)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T03</td>
<td>36.010</td>
<td>p &lt; .001 (.238)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T04</td>
<td>21.281</td>
<td>p &lt; .001 (.141)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T05</td>
<td>24.124</td>
<td>p &lt; .001 (.271)</td>
<td>(n/a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T06</td>
<td>21.598</td>
<td>p &lt; .001 (.143)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T07</td>
<td>8.687</td>
<td>p = .034 (.058)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T08</td>
<td>21.684</td>
<td>p &lt; .001 (.144)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T09</td>
<td>23.890</td>
<td>p &lt; .001 (.281)</td>
<td>(n/a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T10</td>
<td>32.973</td>
<td>p &lt; .001 (.218)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T11</td>
<td>11.423</td>
<td>p = .010 (.076)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T12</td>
<td>67.607</td>
<td>p &lt; .001 (.248)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T13</td>
<td>54.064</td>
<td>p &lt; .001 (.297)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T14</td>
<td>34.615</td>
<td>p &lt; .001 (.229)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T15</td>
<td>27.554</td>
<td>p &lt; .001 (.182)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Statistically significant differences in error message usefulness for finding the error — only statistically significant differences are listed along with corresponding p-values and effect sizes (η²); DBMSs are abbreviated as MySQL (MY), Oracle Database (OR), PostgreSQL (PG), and SQL Server (SS).
Fig. 4. Error message usefulness for finding the error test by test (presented as mean with a 95% confidence interval); results for tests T05 and T09 for MySQL are omitted.

Table 4

<table>
<thead>
<tr>
<th>Test</th>
<th>$H(3)$</th>
<th>$p$</th>
<th>$\eta^2$</th>
<th>MY – OR</th>
<th>MY – SS</th>
<th>MY – PG</th>
<th>OR – SS</th>
<th>OR – PG</th>
<th>SS – PG</th>
</tr>
</thead>
<tbody>
<tr>
<td>T01</td>
<td>8.783</td>
<td>$p = .032$ (.058)</td>
<td>p = .010 (.126)</td>
<td>p = .010 (.126)</td>
<td>p = .010 (.126)</td>
<td>p = .010 (.126)</td>
<td>p = .010 (.126)</td>
<td>p = .010 (.126)</td>
<td>p = .010 (.126)</td>
</tr>
<tr>
<td>T03</td>
<td>18.873</td>
<td>$p &lt; .001$ (.125)</td>
<td>p = .001 (.153)</td>
<td>p = .001 (.153)</td>
<td>p = .001 (.153)</td>
<td>p = .001 (.153)</td>
<td>p = .001 (.153)</td>
<td>p = .001 (.153)</td>
<td>p = .001 (.153)</td>
</tr>
<tr>
<td>T05</td>
<td>16.474</td>
<td>$p = .001$ (.508)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
</tr>
<tr>
<td>T06</td>
<td>17.080</td>
<td>$p = .001$ (.113)</td>
<td>p = .029 (.099)</td>
<td>p = .029 (.099)</td>
<td>p = .029 (.099)</td>
<td>p = .029 (.099)</td>
<td>p = .029 (.099)</td>
<td>p = .029 (.099)</td>
<td>p = .029 (.099)</td>
</tr>
<tr>
<td>T07</td>
<td>12.419</td>
<td>$p = .006$ (.082)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
</tr>
<tr>
<td>T09</td>
<td>13.121</td>
<td>$p = .004$ (.468)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
<td>(n/a)</td>
</tr>
<tr>
<td>T11</td>
<td>17.555</td>
<td>$p = .001$ (.116)</td>
<td>p = .014 (.105)</td>
<td>p = .014 (.105)</td>
<td>p = .014 (.105)</td>
<td>p = .014 (.105)</td>
<td>p = .014 (.105)</td>
<td>p = .014 (.105)</td>
<td>p = .014 (.105)</td>
</tr>
<tr>
<td>T12</td>
<td>50.455</td>
<td>$p &lt; .001$ (.334)</td>
<td>p &lt; .001 (.244)</td>
<td>p &lt; .001 (.244)</td>
<td>p &lt; .001 (.244)</td>
<td>p &lt; .001 (.244)</td>
<td>p &lt; .001 (.244)</td>
<td>p &lt; .001 (.244)</td>
<td>p &lt; .001 (.244)</td>
</tr>
<tr>
<td>T13</td>
<td>43.716</td>
<td>$p &lt; .001$ (.290)</td>
<td>p &lt; .001 (.153)</td>
<td>p &lt; .001 (.153)</td>
<td>p &lt; .001 (.153)</td>
<td>p &lt; .001 (.153)</td>
<td>p &lt; .001 (.153)</td>
<td>p &lt; .001 (.153)</td>
<td>p &lt; .001 (.153)</td>
</tr>
<tr>
<td>T15</td>
<td>15.768</td>
<td>$p = .001$ (.104)</td>
<td>p = .003 (.154)</td>
<td>p = .003 (.154)</td>
<td>p = .003 (.154)</td>
<td>p = .003 (.154)</td>
<td>p = .003 (.154)</td>
<td>p = .003 (.154)</td>
<td>p = .003 (.154)</td>
</tr>
</tbody>
</table>

Server ($n = 40$). Regarding error message usefulness for fixing the error test by test (Fig. 5), tests T02, T04, and T15 showed no statistically significant differences between groups. Distributions of perceived usefulness for fixing the error were similar for all groups, as assessed by visual inspection of a boxplot. Statistically significant differences between database management systems and pairwise comparisons are summarized in Table 4, test by test.

4.5. Perceived confidence in error recovery

A Kruskal–Wallis $H$ test was run to determine if database management system error messages are perceived to affect error recovery confidence with different database management systems: MySQL ($n = 51$), Oracle Database ($n = 36$), PostgreSQL ($n = 25$), and SQL Server ($n = 40$). Regarding user confidence in error recovery (Fig. 6), only test T03 showed statistically significant differences between groups. Distributions of perceived confidence were similar for all groups, as assessed by visual inspection of a boxplot. Medians of perceived confidence were statistically significantly different between the database management system groups, $H(3) = 11.471, p = .009, \eta^2 = .033$ (a small effect size). Subsequently, pairwise comparisons were performed using Dunn’s (1964) procedure with a Bonferroni correction for multiple comparisons. Adjusted $p$-values are presented. This post hoc analysis revealed statistically significant differences in error recovery confidence between MySQL ($M = 3.00$) and SQL Server ($M = 3.62$) ($p = .046, \eta^2 = .028$), and MySQL and PostgreSQL ($M = 3.76$) ($p = .043, \eta^2 = .053$). Other pairwise comparisons were not statistically significant.
5. Discussion

5.1. Implications for research

In summary, the analyses showed that there are differences between some DBMSs, but not all. For example, MySQL error message effectiveness was lower than PostgreSQL and SQL Server. In terms of error finding, Oracle Database error messages were perceived less useful than those of the other three DBMSs. In terms of error fixing, PostgreSQL error messages were perceived more useful than those of MySQL and Oracle Database. There were no differences between the DBMS error messages in terms of error recovery confidence.

Based on the evidence yielded by this study, we suggest that the objectively measured effectiveness in success rates between the four most popular relational DBMSs are on the same level, although the analyses indicated some statistically significant differences. Generally, MySQL error messages were less effective than those of PostgreSQL and SQL Server, with a statistically significant effect. It is worth noting, though, that there seem to be no prior studies to which these results can be compared. On the general level described in Figs. 1 and 2, PostgreSQL error messages were the most effective by all four metrics used in this study. However, the decrease from PostgreSQL’s score to the next best performing DBMS was not statistically significant in any of the summary tests. However, compared to the worst-performing DBMSs in respective tests, PostgreSQL error messages were more effective, and were perceived more useful in error finding and error fixing, with statistically significant differences. This finding presents several implications for research. First, if enhanced error messages are implemented and evaluated, they should be compared to PostgreSQL error messages rather than any other DBMS, as data appear to suggest, at least in the scope of this study, that PostgreSQL error messages are the most effective by several metrics. Second, according to Figs. 1a and 2b, error message effectiveness seems to correlate with error recovery confidence with all the studied DBMSs, although this association was not statistically tested in this study. This further validates the results previously presented about objective measures and perceived confidence (Martino et al., 2012; Fleming et al., 2010). Third, in terms of perceived usefulness for error finding, the data seem to suggest that error finding is closely related to error fixing. This might be due to several factors. It is possible that the error messages that are perceived useful for finding errors are also truly perceived useful for fixing errors, suggesting that helpful error messages are typically helpful by both of these two metrics, not just one. However, it might also be possible that the participants were not able to separate error finding from error fixing, as the former typically precedes the latter (Zapf and Reason, 1994), and arguably an error which is easier to find is also easier to fix, if error fixing is assumed to subsume error finding.

Moving on to the test by test level of specificity, the level of difficulty of a test affects the overall scores of effectiveness, and the effectiveness should be interpreted in relation to the other DBMSs, e.g., success rates in T10 and T14 are lower than the other tests, but this is uniform for all the studied DBMSs. For this reason, we stress against interpreting the results as a general indication that DBMS error messages are effective or ineffective. A rather interesting observation arises from test by test comparison of error fixing (Fig. 5) and message effectiveness (Fig. 3). Although we observed statistically significant differences in perceived usefulness for fixing the error in, e.g., tests T06, T08,
T12, T13, the differences in success rates in these tests were not statistically significant. This might suggest that the importance of the qualities of error messages are not related to success rates, but some other metric. A likely candidate is time, and the relationship between the effectiveness of an error message, and time taken to fix an error has been demonstrated in the context of programming languages (Ahmed et al., 2019). However, evidence in the context of SQL error messages is not currently available and warrants the attention of future research.

5.2. Implications for industry

The results yielded by this study have implications for DBMS vendors. On a general level, and although the effectiveness of different DBMSs error messages had merely ostensible differences, the perceived, i.e., subjective qualities of error finding and fixing differed to a statistically significant degree. Accessibility and ease of use are important parts of technology adoption, and perceived ease of use is one of the two key variables affecting an individual’s information system acceptance according to the Technology Acceptance Model (Davis, 1985), one of the most influential information systems science theories (e.g., Lee et al., 2003). Arguably, other qualities such as compatibility, cost, features, and performance are important metrics in choosing the most appropriate DBMS. However, it can be argued that part of the popularity of DBMSs such as MySQL and MongoDB might be explained by accessibility and community support. It seems reasonable to argue that for a DBMS novice, a part of this perceived ease of use is due to compiler error message qualities.

On a more specific level, an interesting aspect in terms of DBMS error message iteration is how to improve DBMS error messages. For perceived usefulness, tests with at least three statistically significant differences between groups were T03, T06, T08, T12, T13, T14, and T16. In T03, MySQL, PostgreSQL, and SQL Server error messages provide the position of the error (Fig. 7). However, the position provided by MySQL is not accurate and implies that the error is contained in the portion listed in the extracted part of the query, while the error actually appears before the part provided. Oracle Database identifies the erroneous part of the query, but provides no error position. Instead, the error message provided is contradictory to what the data demand requires — the problem behind the error is not missing NULL keyword, but rather a wrong operator. In T06, MySQL error message was considered worst in terms of error fixing, with statistically significant differences between MySQL and the other DBMSs. However, there is no clear indication of what is different in MySQL’s error message, as all messages communicate the problem of too many columns in the subquery’s SELECT clause. In T12 and T13, MySQL, PostgreSQL and SQL Server error messages provide the position of the error, and the error messages of these three DBMSs were considered statistically significantly more helpful for finding and fixing the error when compared to Oracle Database. In T12, Oracle Database interprets the use of a wrong operator as missing expression, which is probably why Oracle Database’s error message was considered relatively unhelpful in both finding and fixing the error. In T13, MySQL, PostgreSQL and SQL Server provide the position of the error, while none of the DBMSs clearly articulate that one SQL query (were it a subquery or the top-level query) cannot include more than one WHERE clause. In T14 and T16, MySQL, PostgreSQL and SQL Server error messages were considered statistically significantly more helpful for finding the error when compared to Oracle Database. The errors in T14 and T16 are
rather different from each other, yet Oracle Database identifies both as missing expression. The other DBMSs, again, provide the position of the error. All the differences highlighted above seem to suggest that providing the error position, and providing it accurately in an important characteristic for an error message. As the SQL queries in the tests were relatively simple, it would be reasonable to suggest that the differences are more highlighted as query complexity increases. These findings are in line with tangential programming language error message studies (Becker et al., 2019).

Finally, in this study, we did not consider runtime SQL errors (cf. e.g., Brass and Goldberg, 2006), and the number of syntax errors in production should be low, as the application programs do not operate using ad hoc, but tested queries which are embedded into the host language, executed via host language libraries, or as stored database procedures. However, the development environment could benefit from more informative error messages, and the performance considerations in development (as opposed to production) should play a less significant role. With the potential effects of enhanced error messages on DBMS performance in mind, a possible and intuitive solution for more effective error messages would be to implement different error messages for development and production, controlled by a DBMS level setting. As all professionals are novices to SQL, different SQL dialects, or different DBMSs at some point, ease of use should be among the considerations towards selecting the most appropriate DBMS. Furthermore, as future professionals often familiarize themselves with a DBMS through formal education, and the DBMS is typically chosen or recommended by a teacher who strives to utilize the most appropriate tools for learning, it seems reasonable to argue that the most accessible tools will prevail in education as well.

5.3. Implications for education

As discussed in Section 2.2, implementing enhanced error messages into a programming language or SQL compiler is not as straightforward as merely following proposed guidelines. However, some of these complexities may be mitigated through third party learning environments positioned between the end-user and the DBMS. If error tracing and error message generation are computationally tasking, some of this work may be delegated to the learning environment. Often this is the only feasible solution to enhancing error messages, as educators typically have no access to modify DBMS internals. Multiple online SQL learning environments exist (Prior, 2003; Brusilovsky et al., 2010, 2008), but the particulars behind what types of support in terms of enhanced error messages they provide are unclear. Nevertheless, and as touched in the previous section, it would be beneficial for learning if DBMSs could provide extended error messages on demand, similar to those of some programming language compilers. Alternatively, DBMSs could provide an extended error stack to be used by third party tools such as interactive learning environments.

Learning through errors has been shown to be beneficial in understanding SQL (Miao et al., 2019; Zilligen and Hidayat, 2008), especially in the explaining phase of error recovery. Arguably, it may be considered helpful if the error message supports the query writer’s expectation of what failed in query formulation. In contrast, it seems fair to suggest that if the error message is contradictory to the viewpoint of the query writer, it may have negative effects on error recovery confidence. It is intuitive that when a novice encounters an error message which conflicts with their expectations, it negatively affects their confidence, as error messages may be seen as authoritarian facts rather than suggestions — if the compiler deems the query erroneous, it is not debatable. From an educational point of view, low confidence may result in low attempt rates, which are problematic to learning (Migler and Dekhtyar, 2020), as non-attempts do not constitute to learning, whereas failures do (Metcalf, 2017). The relationship between error recovery confidence and error message usefulness for finding and fixing the error suggests that although there are differences in error message usefulness (Figs. 4 and 5) between the DBMSs, these differences are not necessarily reflected on error recovery confidence (Fig. 6). It has been shown that people tend to choose tasks which they feel highly confident about over tasks of low confidence (Carlebach and Yeung, 2020). Consequently, if perceived usefulness for finding and fixing errors is not proportional to error recovery confidence, it may be speculated that less useful error messages do not necessarily result in low attempt rates.

Finally, a rough comparison of error message effectiveness and error recovery confidence in general (Figs. 1a and 2b) and test by test (Figs. 3 and 6) reveal that effectiveness and confidence appear highly uniform. This might be due to one of two explanations. First, if error messages are considered to increase error recovery confidence, and the participants are highly successful in fixing the errors, the error messages may be considered helpful. Second, if the error messages are not considered to increase error recovery confidence, and the participants are not likely to fix the errors, the error messages have neither negative nor positive effects on error fixing. For the sake of argument, if the error messages are considered to increase error recovery confidence, but the participants cannot fix the errors, the error messages possibly negatively affect error recovery, and provide a false sense of confidence. Finally, if the error messages are not perceived to increase confidence, but the participants are successful in fixing the errors, the error messages may be confusing, and possibly contradictory to the query writer’s (in this case correct) understanding. In summary, a disparity between objective effectiveness and subjective confidence implies problems with the formulation
of the error messages, whereas uniformity implies the opposite. In this regard, the results show that none of the DBMSs studied generates error messages which hinder error recovery.

5.4. Limitations

There are four main limitations to this study. As such, these results should be interpreted in the microcosm they are measured. Although some DBMSs performed better than others by the four tested metrics, it is unknown how, e.g., lifting the discussed limitations would affect the results. First, we speculated in Section 5.1 that although perceived usefulness in error fixing was not reflected in the success rates, error fixing might affect the time needed to fix the error. However, time, as informative as it is, was not measured in this study. Second, and although we have argued for the importance of studying the performance of novices, the queries in our tests do not necessarily represent industry complexity queries. Furthermore, the queries each contained only one syntax error, which probably does not reflect real world problems in query formulation, but rather learning situations. Third, the query fixing setting only represented a scenario where the query writer (i.e., the participant) had to fix an erroneous query written by someone else (i.e., us). This does not reflect the typical query formulation process in which the query writer is responsible for formulating the query from start to finish. Fourth, in terms of error message effectiveness, we only measured binary success or failure. In fact, error fixing is a multi-step process, and error messages may guide the query writer towards a more correct query, before the error fixing process is completed. For example, after encountering an error message, a query writer might fix the expressions name IN (‘H%’, ‘K%’) to name = ‘H%’ OR name = ‘K%’, which is more correct, yet still produces a syntax error. If this error fixing process was followed by the correct expressions name LIKE ‘H%’ OR name LIKE ‘K%’, the error message would arguably have guided the query writer towards the correct solution, even though the solution was not reached in one fixing attempt. These four limitations should be taken into considerations in future studies, although accounting for points two and three potentially introduce severe threats to internal validity.

6. Conclusion

In this study, we set out to investigate four qualities of error messages of four popular relational database management systems. First, error message effectiveness in terms of query fixing success rates showed differences between MySQL, PostgreSQL, and SQL Server, in favor of the two latter, but not regarding Oracle Database. Second, perceived usefulness of error messages for finding the erroneous part of the query also showed differences between the DBMSs. Specifically, Oracle Database error messages were considered least useful in this regard. Third, PostgreSQL and SQL Server error messages were considered most helpful for fixing errors, and finally, we observed no statistically significant differences in error recovery confidence. Based on the results, we suggest DBMS vendors to consider recommendations regarding programming language error messages, as some of the differences in the results between DBMS error messages may be explained by whether the error messages clearly point out the erroneous part of the query. For researchers, we propound the view that despite their age, SQL compilers are a fresh seedbed for error message studies, and a fertile ground to demonstrate how the results of programming language error message studies generalize to declarative languages.
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Appendix A. Data collection form

The data collection form consisted of four control questions followed by the form proper. The form consisted of six components — (i) database schema, (ii) data demand, (iii) erroneous SQL query, (iv) error message, (v) a question and a free form input field where the participant wrote the fixed version of the SQL query, and (vi) three questions answered with a Likert scale. Components (i), (v), and (vi) were repeated for each of the 16 tests, while components (ii) through (iv) were different for each test. The general structure of a form page is presented in Appendix A.1. The control questions and respective error messages are presented in Appendix A.2, and Appendix A.3 contains the questionnaire forms.

A.1. General structure

Find the names of suppliers who have delivered at least one Apple product priced over 50 USD.

SELECT name
FROM supplier
JOIN delivery ON (supplier.id = delivery.supplier_id)
JOIN product ON (delivery.product_id = product.id)
WHERE product.price_usd > 50
AND product.brand = 'Apple';

Error: ER_NON_UNIQ_ERROR: Column 'name' in field list is ambiguous
Please type the fixed SQL query here.

```
SELECT MIN(price_usd), MAX(price_usd), AVE(price_usd)
FROM product p
WHERE id IN
(SELECT product_id
FROM delivery d
WHERE supplier_id IN
(SELECT id
FROM supplier s
WHERE s.city = 'Kiev')
)
```
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