Approximate Bayesian inference methods that scale to very large datasets are crucial in leveraging probabilistic models for real-world time series. Sparse Markovian Gaussian processes combine the use of inducing variables with efficient Kalman filter-like recursions, resulting in algorithms whose computational and memory requirements scale linearly in the number of inducing points, whilst also enabling parallel parameter updates and stochastic optimization. Under this paradigm, we derive a general site-based approach to approximate inference, whereby we approximate the non-Gaussian likelihood with local Gaussian terms, called sites. Our approach results in a suite of novel sparse extensions to algorithms from both the machine learning and signal processing literature, including variational inference, expectation propagation, and the classical nonlinear Kalman smoothers. The derived methods are suited to large time series, and we also demonstrate their applicability to spatio-temporal data, where the model has separate inducing points in both time and space.

1 INTRODUCTION

Gaussian processes (GPs, Rasmussen and Williams, 2006) are distributions over functions, commonly used in probabilistic machine learning to endow latent functions in generative models with rich and interpretable priors. These priors provide strong inductive biases for regression tasks in the small data regime.

GPs with uni-dimensional input are especially well-suited to modeling time series and spatio-temporal data. In this setting, the versatile class of Markovian GPs provides great computational advantages. These are GPs that can be rewritten in a stochastic differential equation (SDE) form (Särkkä and Solin, 2019) and, when marginalized to a discrete set of \( N \) ordered input locations, induce a sparse precision structure which enables efficient inference algorithms with linear time computational complexity, \( O(N) \), as opposed to the classic cubic time scaling, \( O(N^3) \), usually associated
with such models.

Sparse GPs (Quiñonero-Candela and Rasmussen, 2005; Snelson and Ghahramani, 2006) are an alternative method for dealing with the computational intractability of GPs for large data sets, which exploit redundancy in the \( N \) data points to summarise the underlying function via a smaller set of \( M \) inducing points. This approach typically leads to inference algorithms with computational complexity \( O(NM^2 + M^3) \) (Hensman et al., 2013). Whilst conventional sparse GPs have been successfully applied in many domains, they are not naturally suited to time series, since the number of inducing points must grow in line with the number of time steps in order to describe all the variation in the data, which is prohibitive since their computational scaling is cubic in \( M \).

For both of these schemes, methods have been devised to tackle intractable inference when using non-Gaussian likelihoods, making GPs applicable to large data sets where they provide principled uncertainty quantification and out-of-sample generalisation. These include variational inference (VI, Titsias, 2009; Hensman et al., 2013; Durand et al., 2019) and expectation propagation (EP, Bui et al., 2017; Wilkinson et al., 2020).

Recently, sparsity and Markovianity have been combined under the variational inference framework to exploit the benefits of both approaches in a method named doubly sparse variational GPs (S\(^2\)VGP, Adam et al., 2020), where the term doubly sparse comes from the fact that the method exploits the sparse precision matrix of states of a Markovian GP marginalized to a finite set of sparse inducing time points. This approach scales linearly in \((M + N)\), with \( M \) sequential computations and \( N \) independent ones, making it well suited to time series (see Fig. 1 for an illustration of the approach).

We generalise the doubly sparse approach by deriving site-based approximate inference algorithms for sparse Markovian GPs. These methods contrast the existing S\(^2\)VGP method by parametrising the global approximate posterior via a set of local contributions from the data, in the same vein as EP. We derive four novel approximate inference algorithms based on this approach. These amount to doubly sparse extensions to conjugate-computation variational inference (CVI, Khan and Lin, 2017), power-expectation propagation (PEP, Minka, 2004), posterior linearisation (PL, García-Fernández et al., 2016), and the Extended Kalman smoother (EKS, Bell, 1994). We present these algorithms alongside the existing S\(^2\)VGP approach, providing an overview of methods for inference in non-conjugate GP time series.

In our site-based algorithms, we leverage the idea of site tying (Li et al., 2015) in a principled way to reduce the storage requirement of the algorithm from \( O(N) \) to \( O(Md^2) \), where \( d \) is the dimensionality of the state space representation of the Markovian GP, which is extremely efficient when \( M \ll N \). We examine the properties of our new algorithms, and make detailed comparisons on multiple large time series data sets. In addition, we show how the methods can be applied to spatio-temporal data, where spatial inducing points are tracked over time by temporal processes which are summarised via a reduced number of time steps.

An efficient JAX (Bradbury et al., 2018) implementation of all site-based methods is provided at https://github.com/AaltoML/Newt.

2 BACKGROUND

Gaussian processes describe distributions over functions by stating that function evaluations at any finite collection of inputs are jointly Gaussian distributed. Given data comprising input-output pairs \( \{x_n, y_n\}_{n=1}^N \in (\mathcal{X}, \mathcal{R})^N \), they are characterised completely by mean function \( \mu(x) \) and covariance function \( \kappa(x, x') \). A GP prior over a function, \( f \), and the corresponding likelihood model for the observations, \( y_n \), are written,

\[
\int f(x) \sim \mathcal{GP}(\mu(x), \kappa(x, x')), \quad y \sim \prod_{n=1}^N p(y_n | f_n), \tag{1}
\]

where \( f = f(X) \) and \( f_n = f(x_n) \). If the likelihood is Gaussian, then the posterior, \( p(f | y) \), can be computed in closed form, at a computational cost \( O(N^3) \). However, we are interested in the general, non-conjugate, case which necessitates approximate inference methods.

2.1 Markovian Gaussian Processes

Markovian Gaussian processes are GPs with one-dimensional inputs, \( x \in \mathcal{R} \), that have an equivalent linear time invariant (LTI) stochastic differential equation (SDE) representation with state dimension \( d \):

\[
\dot{s}(x) = Fs(x) + Le(x), \quad f(x) = Hs(x), \tag{2}
\]

where \( e(x) \in \mathcal{R}^c \) is a white noise process and \( F \in \mathcal{R}^{c \times d} \), \( L \in \mathcal{R}^{d \times c} \), \( H \in \mathcal{R}^{1 \times d} \) are the feedback, noise effect, and emission matrices. This representation supports linear time inference algorithms by explicitly performing inference over the larger set of random variables that constitute the discrete state space trajectory, \( s = s(x) \), indexed at \( x = [x_1, \ldots, x_N] \in \mathcal{R}^N \). The majority of commonly used GP kernels (on one-dimensional inputs) admit the above form (Särkkä and Solin, 2019).

The solution to this LTI-SDE evaluated at \( x \) follows a
discrete-time linear system:
\[
\begin{align*}
    s(x_{n+1}) &= A_{n,n+1} s(x_n) + q_n, \quad q_n \sim \mathcal{N}(0, Q_{n,n+1}), \\
    s(x_0) &\sim \mathcal{N}(0, P_0), \quad f_n = H s(x_n), \quad (3)
\end{align*}
\]
where state transitions, \(A_{n,n+1} \in \mathbb{R}^{d \times d}\) noise covariances, \(Q_{n,n+1} \in \mathbb{R}^{d \times d}\); noise covariances, \(P_0 \in \mathbb{R}^{d \times d}\), can be computed analytically (see App. A.1). In the conjugate update, \(p(y_n | f_n) = H s(x_n))\) is Gaussian, the posterior is a GP. Its marginal statistics and the marginal likelihood, \(p(y)\) (used for optimising the model parameters), are available in closed form and can be computed efficiently using Kalman recursions with computational scaling \(O(Nd^3)\). For non-Gaussian likelihoods we resort to approximate inference, and various schemes have been proposed (Nickisch et al., 2018; Durran et al., 2019; Wilkinson et al., 2020; Chang et al., 2020).

### 2.2 Sparse Gaussian Process Approximations

Sparse GPs are one of the most successful solutions to handling scalability issues and have allowed GPs to be applied to large data sets (see Bui et al., 2017, for a review). The true posterior process can be expressed as
\[
    p(f(\cdot) \mid y) = \int p(f(\cdot), f \mid y) \, df = \int p(f(\cdot)) \, p(f \mid y) \, df.
\]
Here we use \(f(\cdot)\) to denote all possible function evaluations (including \(u\) and \(f\)). This expression captures the information flow from the data \(y\) through function evaluations \(f = f(X)\). Sparse approximations build an approximate posterior process of the form,
\[
    q(f(\cdot)) = \int p(f(\cdot) | f(z) = u) \, q(u) \, du, \quad (4)
\]
where \(z \in \mathcal{X}^M\) are referred to as pseudo-inputs, and \(q(u)\) can be interpreted as an approximate posterior on \(u = f(z) \in \mathbb{R}^M\). This approach can be extended by conditioning the process using deterministic functions of the process \(u = \phi(f)\) (e.g., Dutordoir et al., 2020; Hensman et al., 2018). Such approaches are referred to as inter-domain, and the search for good inter-domain features is driven by competing demands for good approximation accuracy, tractability and scalability. This paper is based on a particular inter-domain formulation dedicated to Markovian GPs whereby the inducing variables are inducing states (Adam et al., 2020, see Sec. 3). Given a choice of inducing variables, there are two main approaches to parametrizing the approximate posterior: a global approximation, and a local one.

**Global approximate posterior** One way to construct the approximate posterior is to choose \(q(u) = \mathcal{N}(\mathbf{m}, \mathbf{LL}^\top)\) to be a free-form multivariate Gaussian, whose mean \(\mathbf{m} \in \mathbb{R}^M\) and Cholesky factor of the covariance \(\mathbf{L} \in \mathbb{R}^{M \times M}\) are optimised with respect to some objective.

**Site-based approximate posterior** An alternative, site-based approach to inference utilises the theoretical optimal form of the approximate posterior (Opper and Archambeau, 2009; Bui et al., 2017):
\[
    q(u) \propto p(u) \prod_t t_n(u), \quad (5)
\]
i.e., we assume that it factorises as a product of the prior and the (possibly unnormalized) Gaussian sites parameterized in the natural form, \(t_n(u) = \mathcal{N}(\mathbf{u}; \mathbf{z}_n, \mathbf{L}_n, \mathbf{L}_n) = \mathbf{z}_n \exp((\mathbf{u}^\top \mathbf{L}_n - 1/2 \mathbf{u}^\top \mathbf{L}_n \mathbf{u}^\top),\)
with \(\mathbf{L}_n \in \mathbb{R}^{M}\) and \(\mathbf{L}_n \in \mathbb{R}^{M \times M}\). These can be thought of as pseudo likelihood terms that describe the effect of the data on the posterior. This leads \(q(u)\) to be Gaussian and its statistics can be computed in closed form. In the algorithms we describe, the optimal sites can be shown to be rank one, i.e., \(t_n(u) = \mathcal{N}(\mathbf{W}_n; \mathbf{z}_n, \mathbf{L}_n, \mathbf{L}_n)\), where \(\mathbf{W}_n\) is the conditional projection matrix: \(E_{\mathbf{p}}(f_n | u) = \mathbf{W}_n u\). The sites can be updated either via gradient-based methods or via iterative deterministic algorithms.

### 2.3 Variational Inference

**Global VI (SVGP)** In the global variational approach to sparse GP inference (VI, Titsias, 2009), one attempts to directly learn \(q(u)\) by minimizing the KL divergence between the approximate posterior \(q(f,\) Eq. (4), and the true posterior, \(\Delta = KL[q(f) || p(f \mid y)]\), or equivalently by maximizing the variational objective, also called the evidence lower bound (ELBO),
\[
    \mathcal{L}(q) = \mathbb{E}_q \log p(y \mid f) - KL[q(u) || p(u)], \quad (6)
\]
which verifies \(\log p(y) = \mathcal{L}(q) = \Delta.\) This ELBO can used both for inference and learning. Evaluation of the KL divergence and of the expected log-likelihood, the evidence lower bounds, have respective computational costs of \(O(M^3)\) and \(O(NM^2)\), leading to overall computational complexity \(O(M^3 + NM^2)\) (Hensman et al., 2013).

**Local VI (CVI)** Conjugate-computation variational inference (CVI, Khan and Lin, 2017) uses a mirror descent algorithm to derive a site-based algorithm that is equivalent to performing VI with natural-gradientes (Salimbeni et al., 2018). To the best of our knowledge, CVI has not yet been applied to sparse GPs. To do so, the generative model must be split into a conjugate part (i.e., the prior \(p(u)\)), and a non-conjugate part which gathers the remaining terms of the likelihood \(p(y \mid f)\) and the conditional prior \(p(f \mid u)\):
\[
    p(f, u, y) = p(u) p(f \mid u) p(y \mid f), \quad (7)
\]
CVI approximates the non-conjugate part using Gaussian sites with the sufficient statistics of \(p(u)\):
$\hat{p}_n(f, u) \approx p(f | u) t(u)$, where $t(u) = \prod_{n=1}^{N} t_n(u)$, which turns out to be the same parametrisation as used in EP.

Letting $\mathbf{A}$ and $\mathbf{L}$ be the natural parameters of the prior $p(u)$ and sites $t(u)$ respectively, the natural parameters of $q(u)$ are $\mathbf{A} + \mathbf{L}$. One can show that a natural gradient step on the variational parameters $\mathbf{L}$ amounts to:

$$\mathbf{g} = \nabla_{\mathbf{mu}} \mathbb{E}_{q(u)} \mathbb{E}_{p(f | u)} \log p(y | f),$$

$$\lambda^{(k+1)} = (1-\rho) \lambda^{(k)} + \rho \mathbf{g},$$

where $\mathbf{mu}$ are the expectation parameters of the posterior $q(u)$, $k$ is the training iteration, and $\rho$ is the step size. It should be noted that CVI is equivalent to SVGP with natural gradients as in Salimbeni et al. (2018). A natural gradient step in the SVGP approach requires switching between the natural and moment parameterisations of the global variational distribution $q(u)$ (and the gradients of these operations). This is more computationally costly and prone to numerical errors than the CVI derivation.

### 2.4 Expectation Propagation

The sparse variant of expectation propagation (EP, Minka, 2001; Bui et al., 2017) also uses a site-based approach, with posteriors $q(f)$ and $q(u)$ defined as in Eqs. (4) and (5) respectively. The EP algorithm aims to globally minimise the forward KL divergence, $\text{KL}[p(f | y) \| q(f)]$, but since this is intractable it instead updates each site separately in an iterative fashion by minimising local KL divergences, $t_n^{\text{new}}(u) = \arg \min_{t_n(u)} \text{KL} \left[ q(f(\cdot), u) p(y_n | f_n) \| q(f(\cdot), u) t_n(u) \right]$, where $\text{KL}$ represents the KL divergence for unnormalised distributions. This is equivalent to matching the first two moments between the approximate joint (right) and the approximate joint in which one site is replaced with the true likelihood term (left). In other words, the local site $t_n(u)$ is optimized in the context of the leave-one-site-out posterior, $q(f(\cdot), u)/t_n(u)$. Power expectation propagation (PEP, Minka, 2004) is a generalisation of EP that minimises the $\alpha$-divergence, $\text{D}_\alpha[p(f | y) \| q(f)]$, usually implemented by raising the likelihood and site terms in Eq. (9) to a power of $\alpha$.

### 2.5 Global, Local, and Intermediate Approximations

Minka (2001) showed that PEP corresponds to variational algorithms in the limit of $\alpha \rightarrow 0$. That is, for $\alpha \rightarrow 0$, if PEP converges, then it converges to the same optima as that given by optimising Eq. (6). This result extends to the corresponding sparse VI and PEP algorithms (Bui et al., 2017).

In order to reduce the memory requirements associated with storing all the EP parameters, tied sites were introduced in an algorithm called stochastic expectation propagation (SEP, Li et al., 2015). In the most extreme instantiation of SEP, each of the $N$ sites are set to correspond to a fraction of a global site $t_n(u) = t(u)^{1/N}$. Intermediate algorithms are also possible in which subsets of data points are tied together. These algorithms, also referred to as average EP (Dehaene and Barthele`me, 2018), lead to an approximation whose memory requirement no longer scales with the number of data points.

In the opposite direction, efforts aimed at speeding up computation of the VI approximation have led to a localized (or de-globализed) variational posterior. For example, additional conditional independence assumptions between subsets of observations and subsets of the latent process have been proposed (Bui and Turner, 2014), leading to factors of the variational distribution impacting the posterior distribution locally.

### 2.6 Comparison and Performance Guarantees

Overall, sparse power EP and VI approaches are efficient and performant. The most recent survey and comparison of these methods (Bui et al., 2017) reports an overall slight advantage for EP in non-conjugate tasks. However, the VI algorithm is simpler, very modular, and has formed the basis of more extensions in the research community.

Many of the algorithms presented above are specific instances of broader classes of algorithms, and therefore inherit some general guarantees in terms of convergence or approximation error: (i) in the variational setting, sparse GPs come with guarantees on the quality of the posterior approximation as the number of inducing point is increased (Burt et al., 2019), (ii) iterative updates of CVI algorithms will increase the ELBO and converge under mild conditions (Khan et al., 2016, Prop. 2–3), (iii) recent convergence results also exist for EP (Dehaene and Barthele`me, 2018) under rather restrictive conditions. The search for guarantees for EP is an active research question.

### 3 INDUCING STATES FOR MARKOVIAN GP MODELS

Despite their success in the large data regime, the computational complexity of the above sparse approximations still makes them unsuitable for long (or unbounded) time series because in order to accurately approximate the posterior, the number of inducing
variables, $M$, needs to grow with the temporal horizon. Crucially, the posterior prediction of a single data point depends on the entire set of inducing variables $\mathbf{u}$ through the conditional $p(f(\cdot) | \mathbf{u})$, even those far apart in time.

In the following sections, we describe how the combination of Markovian GPs with sparse GPs, via state inducing features, further reduces the complexity of the algorithms, making them applicable to long time series.

3.1 State Inducing Features

A key property of the SDE formulation of Markovian GPs is that the state variables $s(\mathbf{x})$, obtained by marginalizing the SDE to inputs $\mathbf{x} = (x_1, \ldots, x_n)$, have a Markovian property, i.e., $p(s(x_n) | \mathbf{s}(x_{n-1}, \ldots, 1)) = p(s(x_n) | s(x_{n-1}))$, which is another way of formulating the definition of the state $s(z)$ as a summary of all the information necessary to predict the future beyond $x$. Thus, a natural choice of inducing variables for sparse inference with Markovian GPs is state evaluations, $\mathbf{u} = s(\mathbf{x})$, indexed at $M$ pseudo input locations $z = (z_1,\ldots,z_M)$.

This leads to the conditional $f | \mathbf{u}$ being local, i.e., if $z_m \leq x_n < z_{m+1}$, and noting $v_{m(n)} = [u_m, u_{m+1}]$, then $p(f_n | \mathbf{u}) = p(f_n | v_{m(n)}) = N(f_n | W_n v_{m(n)}, v_n)$. The conditional is available in closed form via the statistics of the prior transition, $p(s_n | u_m)$ and $p(u_{m+1} | s_n)$, and from the emission matrix $\mathbf{H}$ (see App. A.2). This makes marginal prediction $q(f_n)$, Eq. (4), cheap to evaluate since it only depends on the local marginal posterior $q(v_{m(n)})$.

It should be noted that although the number of inducing points $\mathbf{z}$ is $M$, the number of inducing variables contained in $\mathbf{u}$ is $Md$, where $d$ is the state dimension. Indeed each inducing state $s(z_m)$ contains more information than a single inducing function evaluation $f(z_m) \in s(z_m)$. In practice, fewer inducing inputs are needed when using inducing states than when using the classic inducing function evaluations (see Fig. 1 and Adam et al., 2020).

3.2 ‘Doubly Sparse’ Variational Inference

The S$^2$VGP algorithm (Adam et al., 2020) parameterizes an approximate posterior over the inducing states, $\mathbf{u} = s(z_1), \ldots, s(z_M)$, as a linear Gaussian state space model: $q(\mathbf{u}) = q(\mathbf{u}_1) \prod_n q(\mathbf{u}_{n+1} | \mathbf{u}_n)$. This shared chain structure with the marginal prior $p(\mathbf{u})$ is optimal. The ELBO can be written as the sums:

$$
\mathcal{L}(q) = \sum_n \mathbb{E}_{q(f_n)} \log p(y_n | f_n) - \sum M \text{KL} [q(\mathbf{u}_{n+1} | \mathbf{u}_n) \| p(\mathbf{u}_{n+1} | \mathbf{u}_n)].
$$

The marginal posterior predictions $q(f_n)$ can be evaluated independently given the pairwise marginal on the inducing states $q(\mathbf{v}_m)$. These can be computed in linear time with chain length $M$ using classic Kalman filtering algorithms (Särkkä, 2013) or linear algebra routines dedicated to chain length $M$ and support, $\mathcal{O}(Md^2)$ and $\mathcal{O}(Nd^2)$, leading to an overall computational complexity of $\mathcal{O}((N+M)d^2)$. More details on this algorithm are given in App. C.1.

4 SITE-BASED SPARSE MARKOVIAN GPs

In Sec. 2.2, we reviewed three common algorithms used to perform approximate inference given a sparse formulation of GPs: VI, CVI and PEP. In the special case of sparse Markovian GPs using inducing states, only the VI formulation (Sec. 3.2 and Adam et al., 2020) has been explored. CVI and PEP operate on the precision of the approximating distribution $q(\mathbf{u})$ and turn out to be ideally suited to the Markovian setting where this precision is sparse. In the following sections we describe how to adapt these algorithms to this setting and show how these methods inherit the favourable properties of their parents. We call these algorithms S$^2$CVI and S$^2$PEP. We then go on to show that the doubly sparse approach is even more general, deriving the equivalent algorithm for the classical nonlinear Kalman smoothers, S$^2$PL and S$^2$EKS.

Using state inducing features, the optimal sites for each data point $x_n$ are only functions of the neighbouring states $v_{m(n)}$ due the local structure of the conditional $f_n | \mathbf{u} = f_n | v_{m(n)}$. The approximating distribution $q(\mathbf{u}) = p(\mathbf{u}) \prod_n t_n(v_{m(n)})$ thus still has a chain structure which we exploit to efficiently compute the marginal statistics $q(\mathbf{v}_m)$ via, e.g., filtering methods (see App. B for details).

A consequence of the locality of the sites is that all data points who lie in the same time segment between consecutive inducing inputs $[z_m, z_{m+1}]$ share the same support, $\mathbf{v}_m$. This provides a natural way to tie these sites together per segment $t_m(v_{m}) = \prod_{n \in M_m} t_n(v_{m})$, where $M_m$ represents the indices to the data whose inputs fall in $[z_m, z_{m+1}]$. We adopt this approach, reducing our algorithms’ memory requirements to $\mathcal{O}(Md^2)$, which is equivalent to S$^2$VGP. A graphical representation of the approach is depicted in Fig. 2.

4.1 Doubly Sparse CVI (S$^2$CVI)

In the sparse state space formulation, the prior on the inducing states $p(\mathbf{u})$ has sufficient statis-
Graphical model for shared site based approximate inference would introduce $N$ sites, each dependent on their nearest inducing states $t_n(v_m(n))$. Indeed, because $p(f_n | u) = p(f_n | v_m(n))$, the site update $g_n = \nabla_{\mu_n} \log p(y_n | f_n)$ in Eq. (8) is only non-zero for the natural parameter associated to the sufficient statistics of site $t_n$, i.e., $[v_m(n), v_m v_m^T]$. Here we use tied sites, parameterising $M+1$ Gaussian sites $t_m(v_m)$ with sufficient statistics $[v_m, v_m v_m^T]$ in their natural form. The edge cases are smaller sites over the first and last inducing states $t_0(u_0 = s(-\infty))$ and $t_{M+1} u_{M+1} = s(\infty))$.

Unlike our presentation in Sec. 2.3, the sites are local, only depending on the states that directly neighbour them. The update rule is the same as in Eq. (8), but now using the fact that $p(f_n | u) = p(f_n | v_m(n))$, and that gradient $g_n$ only contributes to site $t_m(v_m(n))$.

The updates can be written in terms of gradients of the variational expectations with respect to the mean and variance of the posterior marginal via the chain rule,

$$g_{n,2} = W_n \nabla_{\Sigma_n} \nabla_{\mu_n} \log p(y_n | f_n) = \nabla_{\mu_n} \log p(y_n | f_n)$$

$$g_{n,1} = W_n \nabla_{\mu_n} \nabla_{\mu_n} \log p(y_n | f_n)$$

where $\mathcal{L}_n = \nabla_{\mu_n} \log p(y_n | f_n)$ and $\mu_n = W_n \mu_{m(n)}$, $\Sigma_n = W_n \Sigma_{m(n)} W_n^T + \nu_n$ are the moments of $g(f_n)$. This algorithm is equivalent to the natural gradient approach presented in Adam et al. (2020). Its practical implementation is however simpler and less costly since there is no need to compute the KL term of the ELBO to perform the update of the variational parameters. As a result it is also more numerically stable. The full details of the algorithm are given in App. C.2.

### 4.2 Doubly Sparse Power Expectation Propagation (S^2PEP)

The S^2PEP algorithm approximates the joint distribution over the states and the observations,

$$p(s(\cdot), y) = p(u) p(s(\cdot) | u) \prod_n p(y_n | s_n)$$

$$\approx p(u) p(s(\cdot) | u) \prod_m t_m(v_m) = q(s(\cdot))$$

where $t_m(v_m)$ is the tied site for all $x \in X_m$, where $X_m = \{ x \in X | z_m \leq x < z_{m+1} \}$. We can obtain the site for a single data point $x_n$ as $t_n(v_m(n)) = t_{\alpha}(v_m(n), v_m(n))$, where $N_{m(n)} = |X_m|$ is the total number of data points in the neighbourhood. We now outline the PEP steps for updating the sites.

**Cavity computation** The leave-one-site-out posterior, i.e., the cavity, for a given data point $y_n$ is determined first by computing the approximate posterior over the state with a fraction $\alpha / N_{m(n)}$ of the local site removed,

$$q^{\text{cavity}}(v_m(n)) \propto q(v_m(n)) / t^{\alpha}(v_m(n))$$

$$= N(v_m(n) | \mu_{m(n)}, \Sigma_{m(n)}).$$

The cavity on function evaluation $f_n$ is obtained by marginalizing the joint cavity over $f_n$ and $v_m(n)$:

$$q^{\text{cavity}}(f_n) = \int q^{\text{cavity}}(f_n, v_m(n)) \, d v_m(n)$$

$$= \int p(f_n | v_m(n)) q^{\text{cavity}}(v_m(n)) \, d v_m(n)$$

$$= N(f_n | \mu_n = W_n \mu_{m(n)}, W_n \Sigma_{m(n)} W_n^T + \nu_n).$$

**Moment matching** We next compute the moments of the so-called tilted distribution, i.e., the cavity combined with (a fraction of) the true likelihood function. As discussed in Bui et al. (2017) and Seeger (2005), the required moments can be conveniently obtained via the derivatives of the log-normaliser of the tilted distribution, $\log Z_n = \log \mathbb{E}_{q^{\text{cavity}}}[p^\alpha(y_n | f_n)]$, with respect to the cavity mean. Doing so provides the new marginal posterior moments $q(v_m(n)) = N(v_m(n) | \mu_{m(n)}^{\text{post}} , \Sigma_{m(n)}^{\text{post}})$:

$$\mu_{m(n)}^{\text{post}} = \mu_{m(n)} + W_n \frac{\partial \log Z_n}{\partial \mu_n}$$

$$\Sigma_{m(n)}^{\text{post}} = \Sigma_{m(n)} + W_n \partial^2 \log Z_n \partial \mu_n^2 W_n^T.$$

For Gaussian likelihoods, the above derivatives are available in closed form, whilst for non-conjugate models we must resort to numerical integration. Given the
new marginal posterior, we can finally compute the new

tied site by removing the cavity from the posterior and
combining it with a fraction of the old site (representing
the other data points in the neighbourhood):

\[
t_{\text{new}}^{m(n)}(\mathbf{v}_{m(n)}) = \left[ t_{\text{old}}^{m(n)}(\mathbf{v}_{m(n)}) \right]^{1-\frac{1}{N^d}} \cdot \frac{q(\mathbf{v}_{m(n)})}{q_c^{\text{cavity}}(\mathbf{v}_{m(n)})}. \tag{16}
\]

### 4.3 Doubly Sparse Posterior Linearisation (S²PL) and Nonlinear Kalman Smoothers

Site-based inference is in fact more general than just PEP and CVI. Wilkinson et al. (2020) showed that classical nonlinear Kalman smoothers, such as the Extended, Unscented and Gauss-Hermite smoothers, can also be formulated as site-based algorithms. These algorithms are based on various forms of linearisation of the likelihood model, and their approach is generalised and improved upon in a method called posterior linearisation (PL, García-Fernández et al., 2016). We derived a sparse extension to the posterior linearisation algorithms presented in Wilkinson et al. (2020), including a sparse version of the extended Kalman smoother (S²EKS). Details of the derivations are given in App. C.5.

### 4.4 Algorithmic Details

#### Approximate marginal likelihood

For all our algorithms, the marginal likelihood can be written as:

\[
p(y) = p(y_1) p(y_2 | y_1) p(y_3 | y_{1:2}) \prod_{n=4}^{N} p(y_n | y_{1:n-1}),
\]

and each term can be approximated during a forward

timefilter pass through the data by noticing that,

\[
p(y_n | y_{1:n-1}) = \int p(y_n | f_n) \mathbf{H}(f_n) \tilde{p}(s(x_n) | y_{1:n-1}) \mathbf{d}s(x_n), \tag{17}
\]

where \(\tilde{p}(s(x_n) | y_{1:n-1})\) is an approximate forward filter

timeprediction calculated by replacing the likelihood term
by the sites when filtering over the inducing states.

Alternative approximations to the marginal likelihood also exist. The PEP energy is obtained by marginalizing the approximate joint \(\mathcal{Z}_{\text{pep}} = \int q(s()) \mathbf{d}s()\), as described in Bui et al. (2017) and in App. C.3.2. For CVI, the ELBO is typically used in place of the marginal likelihood (see App. C.2.1), and as with the PEP energy all its terms can be computed in \(O(Md^3)\).

#### Parallelizing the updates

The sites may be updated one at a time as described, or they can be updated simultaneously as is done in parallel EP (Li et al., 2015). This particular setting is the closest to S²VGP in terms of both posterior approximation structure, storage and computational complexity. The ability to perform site updates in batches also facilitates stochastic optimisation, leading to overall computational complexity of \(O((M + N_*)d^3)\) for batch size \(N_*\).

### 4.5 Spatio-temporal Gaussian Processes

As with standard filtering approaches to inference, our doubly sparse approach is compatible with spatio-
temporal GP models (Särkkä et al., 2013; Tebbutt et al., 2021), allowing for analysis of data sets with input
dimension greater than one. Here, we construct a sparse

spatio-temporal GP, \(f(x, r)\), with inducing inputs in

time space, \(z_r\), indexing a finite set of coupled inducing
temporal GPs, \(s(x)\), and we also impose these temporal

GPs to be sparse with inducing states \(u\) indexed at
temporal inputs \(z_r\). Fig. 3 shows a demonstration of

this approach on two-dimensional classification tasks.

We focus on the case of separable stationary

spatio-temporal kernels where \(k(x, r, x', r') = k_x(x - x') k_r(r - r')\) and \(k_x\) is Markovian with
state dimension \(d\). A spatio-temporal GP with such a

kernel has an equivalent representation as a stochastic
partial differential equation (SPDE),

\[
\frac{\partial s(x, \cdot)}{\partial x} = \mathcal{A}_s(s(x, \cdot)) + \mathcal{L}_r w(x, \cdot), \tag{18}
\]
We can further marginalise this SDE to its values where

The parameters of the SDE in Eq. (19) are given in Särkkä et al. (2021). The conditional \( p(x) = s(x, z_r) \) we have,

\[
\frac{ds(x)}{dx} = Fs(x) + Le(x).
\] (19)

The parameters of the SDE in Eq. (19) are given in Särkkä et al. (2013). Intuitively, state \( s \) splits into \( M_z \) correlated temporal processes \( s = [s_1, \ldots, s_{M_z}] \), whose marginal projection \( f_i(\cdot) = Hs_i(\cdot) \) verify

\[
\text{Cov}[f_i(x), f_i(x')] = \kappa_x (x - x') \kappa_r(0),
\]

\[
\text{Cov}[f_i(x), f_j(x)] = \kappa_x(0) \kappa_r(z_i - z_j).
\] (20)

We can further marginalise this SDE to its values \( u = s(z_r) \) at \( M_z \) temporal inputs \( z_r \), leading to the discrete state-space model,

\[
u_0 \sim \mathcal{N}(0, K_{z_r,z_r} \otimes P_0^r),
\]

\[
u_{m+1} = A_{m,m+1} u_m + q_m,
\] (21)

where \( P_0^r \) is the stationary covariance of \( s \) in Eq. (19). In our sparse algorithms for spatio-temporal models, we use \( u \) as inducing variables and we need the conditional \( p(f_n | u) \) to make predictions about the process.

For a single data point, \( (x_n, r_n, y_n) \), and denoting \( f_n = f(x_n, r_n) \), there is a conditional independence property specific to separable kernels: \( p(f_n | s(\cdot)) = p(f_n | s(x_n)) \) (see Tebbutt et al., 2021). The conditional \( p(f_n | u) \) is then obtained by marginalizing \( s(x_n) \) in the joint \( p(f_n, s(x_n) | u) = p(f_n | s(x_n))p(s(x_n) | u) \), given by

\[
p(s(x_n) | u) = \mathcal{N}(s(x_n) | \mathbf{R}_n, \mathbf{V}_{m(n)}, \mathbf{T}_n),
\]

\[
p(f_n | s(x_n)) = \mathcal{N}(f_n | \mathbf{B}(r_n)s(x_n), \mathbf{C}(r_n)),
\] (22)

where \( \mathbf{R}_n \) and \( \mathbf{T}_n \) are defined as in App. A.2 and

\[
\mathbf{B}(r_n) = \left[ \mathbf{K}_{r_n,r_n}^{-1} \right] \otimes \mathbf{H},
\]

\[
\mathbf{C}(r_n) = \mathbf{K}_{r_n,r_n} - \mathbf{K}_{r_n,z_r} \mathbf{K}_{z_r,z_r}^{-1} \mathbf{K}_{z_r,r_n}.
\] (23)

There are several approximate inference approaches based on the SPDE formulation. (i) In Simpson et al. (2012), the SPDE is approximated via a local basis expansion where the associated weights are distributed as a Gaussian Markov random field. Its sparse precision matrix leads to efficient computations. However, the generative model (prior) is approximated, which is not the case in our approach. (ii) Global approximations based on the SPDE formulation (e.g., Solin and Särkkä, 2020) also approximate the prior based on the truncation of an exact infinite expansion of the kernel. Our approach singles out a time dimension which turns the SPDE into a SDE with an infinite-dimensional state (Särkkä et al., 2013). Using a further sparse approximation to this infinite dimensional state leads to inference in an SDE with finite dimension.

### 5 EMPIRICAL ANALYSIS

In Fig. 4 we analyse the effect of increasing the number of inducing inputs, \( M \), in a two-dimensional classification task. We observe that the training marginal likelihood (NLML), the test predictive density (NLPD), and the test classification error improve monotonically as \( M \) increases, as expected. When \( M \) is very small, the methods which use the EP energy for training (\( S^2\)PEP (\( \alpha = 1 \)), \( S^2\)PL, \( S^2\)EKS) perform well. We provide a similar analysis of the more complicated Audio task in App. D, in which \( S^2\)PEP again requires few inducing inputs to obtain good results.

Table 1 analyses the practical performance of our site-based algorithms relative to the \( S^2\)VGP approach, and
Table 1: Normalised negative log predictive density (NLPD) results using 10-fold cross-validation. Mean and standard deviation shown (smaller is better). The banded matrix operations currently used for filtering in $S^2$VGP are unstable for large datasets, while SVGP does not scale to more than $\sim 1000$ inducing points.

<table>
<thead>
<tr>
<th># data points, $N$</th>
<th>Motorcycle</th>
<th>Coal</th>
<th>Banana</th>
<th>Binary</th>
<th>Audio</th>
<th>Airline</th>
<th>Electricity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$#$ inducing inputs, $M$</td>
<td>133</td>
<td>333</td>
<td>5300</td>
<td>10k</td>
<td>22k</td>
<td>36k</td>
<td>262k</td>
</tr>
<tr>
<td>Input dimension</td>
<td>1</td>
<td>15</td>
<td>$15 \times 15$</td>
<td>1k</td>
<td>3k</td>
<td>4k</td>
<td>50k</td>
</tr>
<tr>
<td>Likelihood</td>
<td>Heteroscedastic</td>
<td>Poisson</td>
<td>Bernoulli</td>
<td>Bernoulli</td>
<td>Product</td>
<td>Poisson</td>
<td>Gaussian</td>
</tr>
<tr>
<td>$S^2$EKS</td>
<td>0.870±0.16</td>
<td>0.924±0.11</td>
<td>0.212±0.01</td>
<td>0.205±0.02</td>
<td>0.218±0.00</td>
<td>0.128±0.04</td>
<td>−0.085±0.02</td>
</tr>
<tr>
<td>$S^2$PL</td>
<td>0.892±0.15</td>
<td>0.925±0.11</td>
<td>0.211±0.01</td>
<td>0.189±0.02</td>
<td>0.213±0.11</td>
<td>0.128±0.04</td>
<td>−0.085±0.02</td>
</tr>
<tr>
<td>$S^2$PEP ($\alpha = 1$)</td>
<td>0.456±0.37</td>
<td>0.924±0.11</td>
<td>0.211±0.01</td>
<td>0.189±0.02</td>
<td>−1.326±0.01</td>
<td>0.128±0.04</td>
<td>−0.085±0.02</td>
</tr>
<tr>
<td>$S^2$PEP ($\alpha = 0.5$)</td>
<td>0.420±0.35</td>
<td>0.924±0.11</td>
<td>0.211±0.01</td>
<td>0.189±0.02</td>
<td>−0.624±0.07</td>
<td>0.128±0.04</td>
<td>−0.074±0.02</td>
</tr>
<tr>
<td>$S^2$PEP ($\alpha = 0.01$)</td>
<td>0.428±0.33</td>
<td>0.924±0.11</td>
<td>0.211±0.01</td>
<td>0.188±0.02</td>
<td>0.624±0.04</td>
<td>0.128±0.04</td>
<td>−0.153±0.01</td>
</tr>
<tr>
<td>$S^2$CVI</td>
<td>0.428±0.33</td>
<td>0.924±0.11</td>
<td>0.211±0.01</td>
<td>0.188±0.02</td>
<td>0.681±0.03</td>
<td>0.128±0.04</td>
<td>−0.152±0.01</td>
</tr>
<tr>
<td>$S^2$VGP</td>
<td>0.434±0.31</td>
<td>0.937±0.10</td>
<td>0.215±0.01</td>
<td>0.236±0.01</td>
<td>0.207±0.02</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Sparse VI (SVGP)</td>
<td>0.440±0.30</td>
<td>0.954±0.12</td>
<td>0.226±0.01</td>
<td>0.207±0.02</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Full EKS</td>
<td>0.871±0.16</td>
<td>0.924±0.11</td>
<td>0.212±0.01</td>
<td>0.205±0.02</td>
<td>0.412±0.01</td>
<td>0.128±0.04</td>
<td>−0.420±0.01</td>
</tr>
<tr>
<td>Full PL</td>
<td>0.893±0.15</td>
<td>0.924±0.12</td>
<td>0.211±0.01</td>
<td>0.189±0.02</td>
<td>−0.514±0.18</td>
<td>0.128±0.04</td>
<td>−0.420±0.01</td>
</tr>
<tr>
<td>Full PEP ($\alpha = 1$)</td>
<td>0.429±0.31</td>
<td>0.924±0.12</td>
<td>0.211±0.01</td>
<td>0.189±0.02</td>
<td>−1.441±0.02</td>
<td>0.128±0.04</td>
<td>−0.420±0.01</td>
</tr>
<tr>
<td>Full PEP ($\alpha = 0.5$)</td>
<td>0.422±0.31</td>
<td>0.924±0.12</td>
<td>0.211±0.01</td>
<td>0.189±0.02</td>
<td>−0.902±0.05</td>
<td>0.128±0.04</td>
<td>−0.420±0.01</td>
</tr>
<tr>
<td>Full PEP ($\alpha = 0.01$)</td>
<td>0.416±0.32</td>
<td>0.924±0.12</td>
<td>0.211±0.01</td>
<td>0.188±0.02</td>
<td>0.169±0.08</td>
<td>0.128±0.04</td>
<td>−0.420±0.01</td>
</tr>
<tr>
<td>Full CVI</td>
<td>0.415±0.32</td>
<td>0.924±0.12</td>
<td>0.211±0.01</td>
<td>0.188±0.02</td>
<td>0.671±0.03</td>
<td>0.128±0.04</td>
<td>−0.420±0.01</td>
</tr>
</tbody>
</table>

Results We observe the performance to be highly model and task dependent. For many tasks, the methods all perform similarly. However, it is worth noting that $S^2$PEP performs well on the difficult Audio task which has a highly non-Gaussian likelihood model. It appears that the PEP energy is a good training objective in this case, whereas $S^2$CVI sometimes outperforms $S^2$PEP when the likelihood is simpler (e.g., the Binary classification task, and the Electricity regression task). Fig. 3 illustrates the performance of the doubly sparse methods in comparison to SVGP on the 2D classification task. In the heteroscedastic noise task, $S^2$PEP is the best performing sparse method. As expected, $S^2$PEP ($\alpha = 0.01$) and $S^2$CVI give similar results, except in the Audio task, where numerical integration error resulting from the three-dimensional cubature used for the updates causes the results to differ.

6 CONCLUSIONS

We have derived site-based inference methods for sparse Markovian GPs. In doing so, we have shown the generality of the sparse Markovian approach, and provided a suite of algorithms applicable to large temporal data. We also proposed a principled approach to site tying motivated by the specific structure of the prior on inducing states, resulting in methods with very efficient computational and memory scaling.

The site-based approach makes it possible to apply PEP (as well as the classical Kalman smoothers) in the doubly sparse framework, and this method outperforms existing approaches on some difficult non-conjugate tasks. Our new algorithms inherit many of the desirable properties of their full counterparts, including the ability to handle spatio-temporal models, resulting in a novel sparse approach in which inducing points in time and space are fully decoupled.
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