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An integral equation generalizing a variety of known geometrical room acoustics modeling algorithms is presented. The formulation of the room acoustic rendering equation is adopted from computer graphics. Based on the room acoustic rendering equation, an acoustic radiance transfer method, which can handle both diffuse and nondiffuse reflections, is derived. In a case study, the method is used to predict several acoustic parameters of a room model. The results are compared to measured data of the actual room and to the results given by other acoustics prediction software. It is concluded that the method can predict most acoustic parameters reliably and provides results as accurate as current commercial room acoustic prediction software. Although the presented acoustic radiance transfer method relies on geometrical acoustics, it can be extended to model diffraction and transmission through materials in future. © 2007 Acoustical Society of America.
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I. INTRODUCTION

There are various methods for geometrical room acoustics modeling, such as the image source, ray tracing, beam tracing, and acoustic radiosity methods. Although they have certain similarities, their theoretical foundations are often derived for each method separately. These techniques rely heavily on ray optics and methods borrowed from computer graphics.

In this paper a proper foundation for geometrical room acoustics modeling is introduced. An integral equation, which generalizes a variety of known geometrical room acoustics modeling methods, is constructed. In addition, a novel modeling method, based on the radiosity method, is derived by utilizing the presented theoretical basis. This acoustic radiance transfer solution is shown to be applicable to model sound propagation in realistic, complex environments having surfaces of various materials. A comparison with actual measurement data and data predicted by other acoustics modeling software is given.

In the following, the related work to motivate the proposed room acoustic rendering equation is overviewed. After this, the equation is constructed piece by piece. Next, the widely used geometrical room acoustics modeling methods are shown to be specializations of the proposed general model. The acoustic radiance transfer is introduced with the algorithm description and experimental validation. Finally, possible extensions and future work are discussed.

II. RELATED WORK

Computer graphics models the propagation of light in an environment. The speed of light is, in most cases, assumed to be infinite, which is, in practice, a safe assumption since no information can travel faster than light. Sound, however, has to be modeled as waves propagating at finite speed. In room acoustics, the time dependence, due to propagation delays, also has to be modeled. Thus, the room acoustic rendering equation proposed here can be seen as a time-dependent extension of Kajiya’s “rendering equation.” The formulation used by Kajiya is rarely seen, and in the modern form the rendering equation can be written as

\[ L(x \rightarrow \Theta) = L_e(x \rightarrow \Theta) + \int f(x, \Psi \rightarrow \Theta) \times L(y \rightarrow -\Psi) V(x,y) G(x,y) dA_y, \]

where \( L(x \rightarrow \Theta) \) is the outgoing radiance from \( x \) in the direction \( \Theta \). \( L_e(x \rightarrow \Theta) \) is the emitted radiance from point \( x \) in the direction \( \Theta \). \( G(x,y) \) is a geometry term, \( V(x,y) \) is a visibility term, and \( f(x, \Psi \rightarrow \Theta) \) is a bidirectional reflectance distribution function. The meaning of the corresponding terms is explained in the context of the time-dependent form presented in the next section.

Since the goal of the presented room acoustics modeling method is to model arbitrary reflections, a flexible representation is required for the reflections. In computer graphics, bidirectional reflectance distribution functions (BRDFs) are widely used to accurately describe the reflections from different types of materials. Figure 1 shows an example of a BRDF representing nontrivial reflection properties of a material. Combining BRDFs with the radiosity method has been discussed, and the radiosity solution has been extended to handle some nondiffuse reflections in time-independent form. The directional resolution of the solution greatly affects the quality of the final image, and because the memory requirements set serious restrictions on the resolution, these techniques have not been applied to computer graphics to a great extent.

Usually, in sound rendering, either scattering coefficients or diffusion coefficients, in addition to the absorption coefficients, are used to describe the properties of the reflec-
tions from acoustic materials. However, although there is measurement data of the directional distribution of acoustic reflections, the data are paradoxically used to construct random-incident scattering coefficients thus losing the directional information. There is no clear reason why the complete data of acoustic BRDFs could not be utilized. In this paper BRDFs are applied and it is shown how the BRDF models are constructed from the absorption and scattering coefficients given at each frequency band.

The time-dependent directional extension of the radiosity method is similar to the directional extensions in computer graphics, but because the chosen BRDF representation and the application area are different from the previous work, the extension is derived from the presented theoretical basis. Due to the time dependence, one additional dimension is required, which increases computational requirements. To compensate this, the resolution of the directional data can be reduced since human hearing cannot localize the direction of sounds as accurately as vision can detect the direction of light.

III. ROOM ACOUSTIC RENDERING EQUATION

The acoustic energy propagation model presented here models the propagation of acoustic energy in an enclosure. The model is derived by beginning from the reflectance function and concluding with the room acoustic rendering equation. The detection of the acoustic energy by a receiver is presented. Then the issue of frequency dependence is covered, and limitations of the energy-based approach are discussed. The construction of equations is based on a MSc thesis by Kiminki (http://www.niksula.hut.fi/~skiminki/D-skiminki.pdf).

A. Terminology

In this paper, the terminology established in optics and computer graphics is used, because this way the analogy between those disciplines and room acoustics can be readily utilized. Intensity $I$ is the intensity of energy flux. Irradiance $E(x, \Omega)$ is the incident power on point $x$ on a surface from direction $\Omega$, and radiance $L(x, \Omega)$ is the radiant power per unit projected area per unit solid angle. Symbols $E(x, \Omega, t)$ and $L(x, \Omega, t)$ are used for time-dependent irradiance and radiance, respectively, to emphasize the time dependence. For clarity, some of the parameters may be omitted in the construction below.

B. Reflectance distribution function

The reflectance function describes the directional distribution of the energy arriving at a surface point from a specified incident angle. This can be written in the form of an acoustic BRDF $\rho(\Omega_i, \Omega_r; x')$ at point $x'$ for incident angle $\Omega_i$ and outgoing angle $\Omega_r$. Analogously to the BRDF in optics, this six-dimensional function can be defined at point $x'$ as the ratio of the differential radiance reflected in an outgoing direction, and the differential irradiance incident through a differential solid angle

$$\rho(\Omega_i, \Omega_r; x') = \frac{\frac{\partial L(\Omega_r)}{\partial \Omega_r}}{\frac{\partial E(\Omega_i)}{\partial \Omega_i}}$$  

(2)

It is essential to note that the BRDF describes the acoustic material of the surface. By utilizing various BRDFs, modeling different types of reflections is possible. In this paper the BRDFs are assumed time invariant. The BRDF can be written in polar form as $\rho(\theta, \phi_i, \phi_r; x')$ where the $\theta$’s are the azimuth angles and the $\phi$’s are the elevation angles.

C. Propagation operator

The operator $\hat{S}_r$ represents propagation effects on sound radiation over distance $r$. For an absorptive linear medium it is defined as

$$\hat{S}_r I(t) = e^{-\alpha r} S_r I(t) = e^{-\alpha r} I(t) - \frac{r}{c}$$  

(3)

where $c$ is the speed of sound and $\alpha$ is the absorption coefficient. For a nonabsorptive medium, $\alpha=0$, in which case the operator is denoted as $S_r$.

It is assumed that the sound is emitted as an impulse at $t=0$ and is denoted by the Dirac delta function $\delta(t)$. Thus, the following properties hold:

$$\hat{S}_r [\lambda \delta(t) + \mu \delta(t)] = [\lambda \hat{S}_r + \mu \hat{S}_r] \delta(t),$$  

(4)

$$\hat{S}_{r_1} \hat{S}_{r_2} \delta(t) = \hat{S}_{r_1 + r_2} \delta(t),$$  

(5)

$$\hat{S}_r \delta(t) = e^{-\alpha c} S_r \delta(t).$$  

(6)

Equations (4) and (5) justify combining the propagation operators when all the reflections are specular. The intensity at any point is essentially the sum of intensities transmitted through the direct path and the reflections reaching that point. Further, the linearity property enables differentiation, and, therefore, $S_r$ may be used on irradiance and radiance as well.

By using Eq. (6), considering only the response of the impulse energy in the reflection calculation and applying later the effects of air absorption and treatment of an arbitrary source signal is allowed:
The geometry term calculation between points \( x \) and \( x' \). Surface normals at these points are \( n(x) \) and \( n(x') \) correspondingly. Thus the cosine of the incident angle at point \( x' \) equals \( n(x') \cdot (x-x') \frac{1}{|x-x'|} \) and the cosine of the outgoing angle at point \( x \) equals \( n(x) \cdot (x'-x) \frac{1}{|x'-x|} \). These factors, in addition to the propagation operator \( S_{[x-x']} \) and the quadratic falloff, determine the geometry term.

\[
I(t) = \sum_n \beta_n S_n \delta(t) = \mathcal{H} \sum_n \beta_n S_n \delta(t),
\]

where \( I_0(t) \) is the emission intensity varied over time, \( \beta_n \) are the reflection coefficients, \( r_s \) are the lengths of reflection paths, and \( I(t) \) is the detected intensity. \( \mathcal{H} \) is defined for convenience to incorporate the effects of air absorption and the arbitrary source.

### D. Reflected radiance and geometry term

A geometry term \( g \), similar to that in Eq. (1), is also required in acoustics to describe the effects of the geometry on the acoustic energy flow. It can be derived from the situation depicted in Fig. 2. The differential solid angle \( d\omega_\theta \), in which the differential irradiance is arriving from point \( x \) at point \( x' \), can be expressed using the differential area \( dA_x \) in the neighborhood of \( x \) as

\[
d\omega_\theta = \frac{n(x) \cdot \frac{x'-x}{|x-x'|}}{|x-x'|^2} \frac{dA_x}{|x-x'|^2}. \tag{8}
\]

The differential radiance reflected from \( x' \) to direction \( \Omega \) is

\[
d \ell \left( x', \Omega \right) = \rho \left( d\omega_\theta, \Omega ; x' \right) \delta(x', d\omega_\theta). \tag{9}
\]

The differential incident irradiance \( \delta(x', d\omega_\theta) \) may be substituted with \( \sum_{[x-x']} \ell(x,-d\omega_\theta) \delta(n(x') \cdot (x-x') \frac{1}{|x-x'|^2}) d\omega_\theta \), thus yielding

\[
d \ell \left( x', \Omega \right) = \rho \left( d\omega_\theta, \Omega ; x' \right) S_{[x-x']} \ell \left( x, -d\omega_\theta \right) \times n(x') \cdot \frac{x'-x}{|x-x'|} \frac{dA_x}{|x-x'|^2}. \tag{10}
\]

By defining the acoustic geometry term as

\[
g(x, x') = n(x) \cdot \frac{x'-x}{|x-x'|} n(x') \cdot \frac{x'-x}{|x-x'|} \frac{S_{[x-x']}}{|x-x'|^2}, \tag{11}
\]

the differential reflected radiance can be written as

\[
d \ell \left( x', \Omega \right) = \rho \left( d\omega_\theta, \Omega ; x' \right) g(x, x') \ell \left( x, -d\omega_\theta \right) dA_x. \tag{12}
\]

Thus, the acoustic geometry term \( g \) is the geometry term used in computer graphics combined with the propagation operator.

### E. Visibility term

To make the model applicable to nonconvex geometries, it is necessary to include a visibility term. The visibility term \( \mathcal{V}(x, x') \) is defined as follows:

\[
\mathcal{V}(x, x') = \begin{cases} 
1, & \text{when the line between } x \text{ and } x' \text{ is unobstructed} \\
0, & \text{otherwise.} 
\end{cases} \tag{13}
\]

### F. Reflection kernel

The reflectance function, the geometry term, and the visibility term together can be used to describe the reflection from point \( x \) via point \( x' \) into direction \( \Omega \) (see Fig. 2) as

\[
R(x, x', \Omega) = \mathcal{V}(x, x') \rho \left( \frac{x-x'}{|x-x'|}, \Omega ; x' \right) g(x, x'). \tag{14}
\]

This is the reflection kernel of the room acoustic rendering equation defined in the next section. Note that the propagation operator \( S_{[x-x']} \) is contained in the acoustic geometry term.

### G. Room acoustic rendering equation

Since the outgoing time-dependent radiance at any point is a combination of the reflected time-dependent radiance, as defined by Eq. (12), and the emitted time-dependent radiance, the acoustic radiance propagation in an enclosure can be written in the form of the room acoustic rendering equation

\[
\ell(x, \Omega) = \ell_0(x, \Omega) + \int_{\mathcal{G}} R(x, x', \Omega) \ell \left( x, \frac{x'-x}{|x-x'|} \right) dx, \tag{15}
\]

where \( \mathcal{G} \subset \mathbb{R}^3 \) is the set of all surface points in the enclosure and \( \ell(x', \Omega) \) is the outgoing time-dependent radiance from point \( x' \) in direction \( \Omega \). The equation has the Neumann series solution

\[
\ell_{m+1}(x', \Omega) = \int_{\mathcal{G}} R(x, x', \Omega) \ell_m \left( x, \frac{x'-x}{|x-x'|} \right) dx, \tag{16}
\]

In the case of an area source, \( \ell_0 \) represents the radiance emitted by the surface. For point sources, \( \ell_0 \) is considered as the primary reflected radiance instead of defining the source as a part of the surface geometry to make the analysis more convenient. By denoting the position of the source by \( x_s \) and the time-dependent intensity of outgoing energy at angle \( \Omega \) by \( P_s(\Omega, t) \), the time-dependent radiance from the source to point \( x \) can be calculated to be

\[
e(x) = \mathcal{V}(x, x_s) \frac{P_s \left( \frac{x-x_s}{|x-x_s|}, t \right)}{4\pi |x-x_s|^2} n(x) \cdot \frac{x-x_s}{|x-x_s|}. \tag{17}
\]
The outgoing energy is defined as

\[ \ell_0(x, \Omega) = \rho \left( \frac{x_x - x}{|x_x - x|}, \Omega_x \right) \mathcal{V}(x, x) g_0(x, x) P_4 \left( \frac{x - x_x}{|x - x_x|}, t \right), \]

where \( g_0 \) is defined as

\[ g_0(x, x) = \left| n(x) \cdot \frac{x_x - x}{|x_x - x|} \right|^2 \frac{S_{|x_x - x|}}{4\pi |x_x - x|^2}. \]

For an omnidirectional point source emitting a unit impulse, the outgoing energy is defined as \( P_4(\Omega, t) = \delta(t) \).

**H. Detection**

For a point receiver, the detection is straightforward. Conceptually, the receiver can be considered as an infinitesimally small sphere, the surface of the sphere detecting only the energy incident from the direction of the surface normal. Additionally, the receiver has a detection transfer function \( \Delta(\Omega, I) \) which maps the incident energy arriving from a specific direction to detection, thus taking the possible directional sensitivity pattern into consideration. Since the room acoustic rendering equation models the interaction between surface points only, the direct and indirect sound energy detection have to be handled separately for a receiver that is not part of the geometry. The detection is the sum of the detection of the direct and reflected sound energy

\[ d(t) = d_D(t) + d_R(t), \]

where \( d_D(t) \) is the detection of the directly detected point source and \( d_R(t) \) is the detection of the reflected radiance

\[ d_D(t) = \Delta \left( \frac{x_x - x}{|x_x - x|}, \mathcal{H}(x, x) \right) \frac{S_{|x_x - x|}}{4\pi |x_x - x|^2} P_4 \left( \frac{x - x_x}{|x - x_x|}, t \right), \]

\[ d_R(t) = \int_\mathcal{C} \Delta \left( \frac{x_x - x}{|x_x - x|}, \mathcal{H}(x, x) \right) \frac{S_{|x_x - x|}}{4\pi |x_x - x|^2} \left( \frac{x - x_x}{|x - x_x|} \right) \times \left| n(x) \cdot \frac{x_x - x}{|x_x - x|} \right| dx, \]

where \( x_x \) is the position of the receiver, \( x \) is the position of the point source.

**I. Frequency dependence**

Until now, the frequency dependence in reflections and detection has not been considered. A widely applied technique in room acoustics modeling is to divide the analysis into subbands and consider each subband separately. This technique is valid as long as the subbands can be considered orthogonal, i.e., having no mutual interaction as is the case in typical room acoustics. Thus, the reflections and medium must be linear, as nonlinearity causes harmonics in the signal.

**J. Fundamental limitations**

The presented model uses energies instead of pressure disturbances as in the wave field analysis. Therefore, phase information is not included in the model. The energy field approach was chosen since there are difficulties in modeling a general reflection for wave fields. In the case of ideal specular reflections, it is possible to construct a reflection model for a wave field, which has been used in, e.g., the image source method. However, the task is nontrivial in the case of arbitrary reflections presented as BRDFs.

**IV. SPECIALIZATIONS OF THE MODEL**

In this section the different geometrical room acoustics modeling methods are shown to be specializations of the general model given in the previous section. The visibility and acoustic geometry terms remain mostly unchanged while the reflectance function varies from method to method. Most of the commercially available acoustics prediction software are hybrids of the techniques presented below.

**A. Image source method**

In the basic image source method only the specular reflections are modeled. It can be extended to handle diffraction and scattering, but, for simplicity, only the basic method is covered in the following discussion. The phase information can be taken into account, although, in practice, the calculations are often done only with energies. For a rectangular room there exists an exact solution. That solution can also be derived from the presented model by using the Neumann series formulation in Eq. (16). With more complex geometries the solution can be approximated by using the first \( n \) terms of the Neumann series, thus modeling the specular reflections up to the \( n \)th order.

The ideal specular reflectance function used in the image source method is

\[ \rho_{\text{spec}}(\Omega_x, \Omega_x, x) = \frac{\beta(x)}{\Omega_x \cdot n(x)} \delta(\Omega_x - M(\Omega_x)), \]

where \( \delta \) is the Dirac delta function, \( M \) is the mirror reflection transformation \( M(\theta, \phi) = (\theta, \pi - \phi) \), and the reflectivity coefficient \( \beta = 1 - \alpha \) for the absorption coefficient \( \alpha \). The inverse of the dot product is added to compensate the Lambertian cosine term included in the geometry term.

The beam tracing method falls into the same category of acoustics modeling methods because it is used to find specular reflections also. Basically, it is simply an optimization of the visibility function computation, which is the same as in the general case.

**B. Ray tracing method**

There are several types of ray tracing methods which can be used in room acoustics modeling. Some methods model only specular reflections. The reflection kernel is then similar to that of the image source method. One approach to improve the accuracy is to include nonspecular reflections in ray tracing. This way ray tracing is essentially a numerical solving method for the reflection-iterative construction of the room acoustic rendering equation. A large number of rays is required to accurately model the sound field. Each ray can be thought of as carrying a small portion of the energy emitted...
by the source. The current energies of the rays hitting the receiver are then collected to construct the energy response for the emitted impulse. From this point of view, \( \rho \) defines the reflection probability distribution so that a reflection from a ray incident at angle \( \Omega_i \) is reflected into direction \( \Omega_e \) with probability \( \xi(\Omega_i, \Omega_e) \), which is the biconical reflectance factor
\[
\xi(\Omega_i, \Omega_e) = \left( \int_{\omega_i} \cos \theta_i d\omega_i \right)^{-1} \times \int_{\omega_e} \int_{\omega_i} \rho(\Omega_i, \Omega_e) \cos \theta_i \cos \theta_e d\omega_i d\omega_e,
\]
where \( \theta_i \) and \( \theta_e \) are the elevation angles of \( \Omega_i \) and \( \Omega_e \), respectively. This evaluates the average reflectance when the incident radiation comes from a set of directions \( \omega_i \) and is reflected in a set of directions \( \omega_e \). The solid angles covered by the sets of incoming and outgoing radiance are dependent on the implementation. Because integrating \( \rho \) over a hemisphere of outgoing angles gives \( 1 - \alpha \) the ray is terminated with probability \( \alpha \) thus correctly modeling absorption.

C. Radiosity method

The radiosity method can be derived from the room acoustic rendering equation by using the diffuse reflectance function
\[
\rho_{\text{diff}}(x) = \beta(x)/\pi,
\]
where \( \beta \) is the reflectivity coefficient of the material at point \( x \). This simplifies the room acoustic rendering equation by omitting the directional dependence. Then, discretizing the geometry \( \mathcal{G} \) into patches transforms the room acoustic rendering equation into the matrix form discussed in the next section.

D. Sonel mapping

Sonel mapping technique\(^{23}\) uses the same framework as the photon mapping technique\(^{24}\) in computer graphics. The BRDFs are assumed to be combinations of specular and diffuse reflections. A stochastic approach is used where a large number of “sonels” are used for carrying a portion of the acoustic energy sent by the sound source through their reflection paths which consist of ideal specular and diffuse reflections. The reflection paths ending in a diffuse reflection are modeled by the sonel map constructed in the first phase of the algorithm. The specular reflections from the sound source or from the diffuse surfaces are modeled by using distributed ray tracing. It is possible to split the integral in the room acoustics rendering equation in two parts based on whether the last reflection is diffuse or specular, and thus the sonel mapping algorithm can also be seen as a special case of it. Only the diffraction modeling requires special treatment.

V. ACOUSTIC RADIANCE TRANSFER METHOD

In this section, the progressive radiosity solution\(^{25}\) of the rendering equation in computer graphics is extended to solve the room acoustic rendering equation. In addition, the radiosity algorithm is further extended to handle arbitrary materials represented by BRDFs, thus extending the radiosity method to model the general acoustic radiance transfer. The reflection models and their construction are discussed in the context of the directional extension.

A. Temporal extension

The derivation of the theoretical framework for the method can be started with discretizing the geometry \( \mathcal{G} \) into a finite number of patches, \( N \). The surface of the patch \( i \) is denoted by \( A_i \). Rewriting Eq. (16) using patches yields
\[
\ell_{i+1}(x', \Omega) = \sum_{i=1}^{N} \int_{A_i} R(x, x', \Omega) \ell_n(x, \Omega(x', x)) dx.
\]
By assuming planar patches, the average time-dependent reflected radiance of patch \( i \) can be written as
\[
\ell_{i}(\Omega) = A_{i}^{-1} \int_{A_i} \ell_{i}(x, \Omega) dx
\]
Using this approximation, Eq. (26) can be written as
\[
\ell_{i+1}(\Omega) = A_{i}^{-1} \sum_{i=1}^{N} \int_{A_i} \int_{A_j} R(x, x', \Omega) \ell_{n}(x, \Omega(x', x)) dx' dx
\]
where point \( x' \) is located on patch \( j \). The next step is to discretize the reflection kernel. For this, the surface-side hemisphere of a reflection point is divided into a finite number of segments. The segments are denoted as \( \theta_{i,j} \). A discretizing projection operator \( \hat{\Gamma}(\Omega) = k \) maps direction \( \Omega \) into segment index \( k \). Using this discretization, the reflection operator is written as
\[
\hat{R}(i,j,k) = \int_{A_i} \int_{A_j} \int_{\theta_{i,j}} R(x, x', \Omega) \Omega dx' \Omega dx
\]
and the emitted radiance as \( \hat{\ell}_{n}(k) \). The discretized reflection operator \( \hat{R} \) can be approximated using, e.g., Monte Carlo methods. Using the discretized reflection operator and radiance, Eq. (28) can be written as
\[
\hat{\ell}_{i+1}(k) = A_{i}^{-1} \sum_{i=1}^{N} \int_{A_i} \int_{A_j} \hat{\ell}_{n}(k) \int_{\theta_{i,j}} \hat{R}(i,j,k) \ell_{n}(x, \Omega(x', x)) dx' dx
\]
\[
= \sum_{i=1}^{N} F_{i,j} \hat{\ell}_{i}.
\]
The operator \( F_{i,j} \) is a linear mapping that maps the emitted or reflected energy from patch \( i \) into reflected energy from patch \( j \) with appropriate time shifting and temporal spreading. If the patches are assumed small compared to the distance between them, temporal spreading may be ignored and the average distance may be used as an approximation for the distance between points in the patches. \( F_{i,j} \) may now be represented by a time-shifting operator combined with a dis-
creted energy distribution mapping. If \( \hat{\mathbf{v}}_{n}^{i} \) are collected into vector \( \phi_{n} \) and \( F_{i,j} \) into matrix \( F \),

\[
\phi_{n} = \left( \begin{array}{c} \hat{\mathbf{v}}_{1}^{i} \\ \vdots \\ \hat{\mathbf{v}}_{N}^{i} \end{array} \right), \quad F = \left( \begin{array}{cccc} F_{1,1} & \cdots & F_{1,N} \\ \vdots & \ddots & \vdots \\ F_{N,1} & \cdots & F_{N,N} \end{array} \right), \quad F_{j,j} = 0,
\]
then the \( n \)th order reflected energy can be mapped into the reflected energy of order \( n+1 \) as

\[
\phi_{n+1} = F \phi_{n}.
\]

Finally, after discretizing time in \( F \) and \( \phi \), the acoustic rendering equation is completely discretized for computation

\[
\phi = \sum_{i=0}^{\infty} F^{i} \phi_{0} = \phi_{0} + \sum_{i=1}^{\infty} F^{i} \phi_{0}.
\]

The sum with infinite number of terms in Eq. (33) can be rewritten by utilizing the properties of geometric series

\[
\phi = \phi_{0} + (I - F)^{-1} \phi_{0}.
\]

If the elements of matrix \( F \) contained only real numbers, it could be possible to use standard mathematical methods which are guaranteed to converge, such as Gauss-Seidel or Jacobi methods, for computing the numerical solution. Now, the delay operator in the acoustic geometry term complicates the situation since the elements of matrix \( F \) are not real numbers and the elements of vector \( \phi \) are time-dependent responses. The delay operator, however, does not prevent utilizing other techniques, such as progressive refinement. Instead of single energy values, time-dependent energy responses, representing the outgoing energy, are stored for each patch. The responses can be discretized by using an appropriate sampling rate for the convolution required in the detection to be efficient enough. Since the sound energy left in an enclosure asymptotically approaches zero as a function of time, it is practical to cut the tail of the response when the energy is likely to stay below some threshold value.

Equation (30) would yield the accurate form factor \( F_{i,j} \), but in practice the analytical solution is too difficult to calculate. To keep the numerical solution simple and efficient, it is assumed that the integrand in Eq. (30) varies very little over patch \( i \). Then, the area-to-area form factor can be approximated by the differential-to-finite-area form factor.

The accuracy which is required by the target application and the computational complexity which can be afforded determine the choice of the approach. In this case, Monte Carlo integration is used since it is simple and, in most cases, accurate enough.

B. Directional extension

The reflectance function \( \rho \) can be an arbitrary BRDF. The directional information is discretized using a hemisphere divided into solid angles, as shown in Fig. 5. The BRDFs are thus approximated by the discretized reflectance functions \( \hat{\rho}(i,j,k,l;x) \), where \( i \) and \( k \) are integers in the range \([0,n-1]\) and \( j \) and \( l \) are integers in the range \([0,m-1]\) when the hemisphere is divided into \( n \) azimuth angles and \( m \) elevation angles. The discretized values are computed as integrals over the outgoing directional segment with the average angle of the incoming segment. The results approach the accurate values when the discretization resolutions \( n \) and \( m \) approach infinity. The discretizations of the BRDFs are precalculated to make the evaluation of the reflection kernel fast at run time.

The patches do not contain only one energy response but \( m \times n \) energy responses, one for each solid angle. When a patch receives energy from direction \((i,j)\) the distribution values of the reflectance function \( \hat{\rho}(i,j,\cdots;x) \) are scaled by the received energy and added to the directional responses. Thus, only the outgoing energies have to be saved.

Because there is no measured acoustic BRDF data available, the BRDFs can be constructed using the absorption and scattering coefficients given to the materials. The idea is to blend the ideal diffuse BRDF and the ideal specular BRDF

\[
\rho(\Omega_{i},\Omega_{e};x) = (1-s)\rho_{spec}(\Omega_{i},\Omega_{e};x) + s\rho_{diff}(x),
\]

where \( \rho_{spec} \) and \( \rho_{diff} \) are as in Eqs. (23) and (25), weighted with the scattering coefficient \( s \). When this is discretized as explained above, the specular direction spreads into the whole solid angle. Thus it is called “pseudospecular” reflection in the rest of the paper. Modeling the specular reflection explicitly could be done as in computer graphics, but this is likely to cause an explosion in the computational requirements since most of the surfaces have the specular component. When using isotropic BRDFs which do not vary over the surface, only three dimensions are needed since the surface coordinates and the incoming azimuth angle can be omitted.

C. Algorithm description

The algorithm follows the structure of the progressive radiosity algorithm. Figure 3 gives the pseudocode of the algorithm. At the main level (see section A in Fig. 3), the algorithm consists of three phases: initial shooting, iterative energy propagation, and final gathering. Figure 4 shows a visual representation of the algorithm in progress.

The first step is to distribute the energy from each sound source to all visible patches. In this case the differential-to-finite-area form factor is accurate if the sources are assumed to be point-like. However, the proposed method easily allows modeling area sound sources with patches emitting sound. In addition, volumetric sound sources can be modeled by handling their bounding surfaces as area sound sources. Sound source directivity can be taken into account at this phase by weighting the outgoing energy flow according to the sound source directivity pattern.

The energy is propagated between the patches until the solution converges, i.e., the total unshot energy drops below a desired threshold value. Assuming that at least one of the patches absorbs energy, the energy will approach zero. In addition, since in the implementation the response length is limited, the speed of sound is finite, and the distances between the patches are nonzero, it follows that after some time no energy is propagated between the patches anymore.

At every iteration, patch \( P \) with the highest unshot energy is chosen. This can be done in constant time by using an
ordered data structure. The unshot energy of patch \( P \) is then distributed (see section B in Fig. 3). If there exists previously computed data for that patch they can be used directly. Otherwise, each patch \( Q \), that is even partially visible to patch \( P \), is sampled uniformly for the Monte Carlo integration (see section C in Fig. 3). The weighted form factors and propagation delays from the centroid of patch \( P \) to each sample on patch \( Q \) are accumulated and normalized to get the final results. During this process the information about the discretized outgoing angles at patch \( P \) and the incoming angles at patch \( Q \) is computed and stored into a structure indexed by the outgoing angle, target patch, and the incoming angle. Then, it is straightforward to go through each outgoing direction at patch \( P \) and find the corresponding incident direction for each outgoing direction at patch \( Q \), and weight the form factors according to the outgoing solid angle and the proportion of it covered by the incident solid angle at the receiving patch (see section D in Fig. 3). The energy responses are then combined, which is the most time-consuming part of the algorithm when the responses consist of thousands of samples. To better simulate high frequencies, air absorption is introduced.\(^{27}\) It is embedded in the calculation by weighting the accumulated responses according to the absorption factors for the distance between the patches.

The final gathering phase can be seen as the opposite of the initial shooting. The energy responses from all visible patches are accumulated for each listener. The Monte Carlo integration is different, however. The form factor and propagation delay values are not accumulated and normalized, but used in convolving the responses from individual samples directly. The directional information is thus better preserved in the accumulated response. In addition, the directional information can be saved explicitly, or it can be used to weight the incoming energy to emulate microphones with different directivities or head related transfer functions.

The number of sound sources affects only the complexity of the initial shooting. Since the initial shooting is a fast operation, modeling multiple sound sources with the same emitted signal at once takes practically the same total time as modeling only one sound source.

It is worth noting that the solution stored in patches is view independent, and thus only the final gathering operation

---

FIG. 3. Pseudocode describing the algorithm.
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VI. RESULTS

The algorithm is evaluated with the geometry given in
the third round robin test on room acoustical computer simulation by Bork.28,29 This geometry is chosen because it is a model of a room for which there is available public acoustic measurement data, in addition to the data produced by other room acoustics prediction software. Three levels of detail for the same model are given. Phase 2 geometry, consisting of 378 patches, is chosen for evaluating the acoustic parameters. It has enough details to produce unique responses at different receiver and source positions, but, on the other hand, the diffusing surfaces are not modeled too accurately to demonstrate the effects of both highly diffuse and highly specular BRDFs. The simulations are run separately for each frequency band with curtains open and closed. In addition, some results for the phase 3 geometry, consisting of 986 patches, are given to assess the algorithm performance with a higher number of patches.

A. Materials

The materials are given as absorption and scattering coefficients for six octave bands from 125 Hz to 4 kHz. The BRDFs, with a 30° elevation and azimuth angle resolution, are constructed as explained in the previous section. Figure 5 shows a discretized BRDF for one incident angle.

B. Acoustic parameters

Eight acoustic parameters are compared, namely reverberation time ($T_{30}$), early decay time (EDT), definition ($D_{50}$), clarity ($C_{80}$), center time (TS), strength ($G$), and lateral energy fractions (LF and LFC). These parameters give good insight into the advantages and disadvantages of the suggested method. The energy responses, from which the parameters are to be extracted, are simulated for two source and three receiver positions and for six octave bands with curtains open and closed. The data in the figures correspond to that shown by Bork for the other room acoustics prediction software.29 To emphasize the positional dependency, the Tables I–III contain average values of the four middle frequencies with curtains open for varying positions.

In general, the estimates of $T_{30}$ are very good. The values averaged over four middle octave bands remain within 0.04 s of the measured values. Figure 6(a) shows the values for each octave band at position S2R2. The values seem to be higher at low frequencies and lower at higher frequencies than the measured data with open curtains. However, the

TABLE I. The measured and simulated $T_{30}$ and EDT values averaged for the 250 Hz, 500 Hz, 1 kHz, and 2 kHz octave bands. Each of the six combinations of source and receiver positions are given.

<table>
<thead>
<tr>
<th>Src</th>
<th>Rev</th>
<th>Meas. ($s$)</th>
<th>Sim. ($s$)</th>
<th>Err. (%)</th>
<th>Meas. ($s$)</th>
<th>Sim. ($s$)</th>
<th>Err. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>R1</td>
<td>1.12</td>
<td>1.11</td>
<td>−0.9</td>
<td>1.16</td>
<td>1.15</td>
<td>−1.4</td>
</tr>
<tr>
<td>S1</td>
<td>R2</td>
<td>1.15</td>
<td>1.11</td>
<td>−2.8</td>
<td>1.07</td>
<td>1.08</td>
<td>1.8</td>
</tr>
<tr>
<td>S1</td>
<td>R3</td>
<td>1.13</td>
<td>1.11</td>
<td>−1.4</td>
<td>1.21</td>
<td>1.19</td>
<td>−1.4</td>
</tr>
<tr>
<td>S2</td>
<td>R1</td>
<td>1.13</td>
<td>1.11</td>
<td>−1.2</td>
<td>1.11</td>
<td>1.07</td>
<td>−2.8</td>
</tr>
<tr>
<td>S2</td>
<td>R2</td>
<td>1.13</td>
<td>1.11</td>
<td>−1.6</td>
<td>1.12</td>
<td>1.19</td>
<td>5.6</td>
</tr>
<tr>
<td>S2</td>
<td>R3</td>
<td>1.11</td>
<td>1.11</td>
<td>0.4</td>
<td>1.11</td>
<td>1.10</td>
<td>−0.5</td>
</tr>
</tbody>
</table>
shape of the curve is similar to those shown for other prediction software.\textsuperscript{29} Averaged $T_{30}$ values for each listener and source positions are given in Table I.

The EDT values, presented in Table I, also follow the measured values quite accurately. The averaged values do not differ more than 0.07 s in the worst case, and these errors can also be partly explained by errors in the room model. However, the variation in individual values is larger than in $T_{30}$. Figure 6(b) shows the values for each position in the 1 kHz octave band. Although there are some deviations from the measured data, the positional dependency in the EDT can be seen clearly. In contrast, according to Bork some room acoustics prediction programs have difficulties in modeling it properly.\textsuperscript{29}

The $D_{50}$ values with curtains open are mostly near to the measured data, see Table II. Results are slightly more inaccurate with closed curtains. This can be seen in Fig. 6(c) where the $D_{50}$ values in the 1 kHz octave band for each position are shown. In the lowest octave band (125 Hz), shown in Fig. 6(d), there are noticeable differences. However, compared to the values given by the other room acoustics prediction software,\textsuperscript{28} the results are good. The $C_{80}$ values show similar behavior, although the relative errors are larger. Figure 6(e) shows the $C_{80}$ values at position S1R1 for each octave band. Since these parameters depend on the direct sound and the early reflections, based on these results it is reasonable to believe the energy of the early part of the response is properly constructed.

The TS values shown in Table II are within the subjective error difference limen (±10 ms),\textsuperscript{38} although the simulated values are a little higher than the measured values in general. Because the integral evaluated in calculating the TS values is over the whole response, the late reflections are also taken into account. Thus it can be concluded that the late reflections are modeled properly by the acoustic radiance transfer method. Figure 6(f) shows the values for each octave band at position S1R1.

The simulated LF values are somewhat lower than the measured values while the LFC values are closer to the measured values. Otherwise, their behavior is similar. Figure 6(g) shows the LF values for each octave band at position S1R1. The simulated values do not vary much in relation to the frequency, unlike the measured values. The same phenomenon can be seen in the data produced by the other room acoustics prediction software,\textsuperscript{29} which might indicate that the room model does not properly capture some aspects of the real room. On the other hand, since these parameters consider the directional distribution of the early reflections, especially the LF values are prone to small changes in their incident direction at some locations. It has been shown that the prediction of parameters such as LF and $C_{80}$ are sensitive to the diffusion modeling scheme used,\textsuperscript{30} which could explain some of the errors. The results for both LF and LFC averaged over four middle octave bands with open curtains can be seen in Table III. Figure 6(h) shows the LF values for each position in the 1 kHz octave band. Although the simulated values are lower than the measured values, the positional dependence can be seen.

The simulated $G$ values do not differ much from the measured values. The local dependence, characterized by the direct sound and early reflections, is strong, as can be seen in the measured values in Table III. The behavior of the simulated values is similar in relation to the position of the sound sources and receivers. Figure 6(i) shows $G$ values for each position in the 1 kHz octave band.

Most parameter values extracted from the simulated data

<p>| TABLE II. The measured and simulated $D_{50}$, $C_{80}$, and TS values averaged for the 250 Hz, 500 Hz, 1 kHz, and 2 kHz octave bands. Each of the six combinations of source and receiver positions are given. |
|-----------|-----------|-----------|-----------|-----------|-----------|-----------|</p>
<table>
<thead>
<tr>
<th>S</th>
<th>R</th>
<th>$D_{50}$ Meas. (%)</th>
<th>$D_{50}$ Sim. (%)</th>
<th>$D_{50}$ Err. (%)</th>
<th>$C_{80}$ Meas. (dB)</th>
<th>$C_{80}$ Sim. (dB)</th>
<th>$C_{80}$ Err. (%)</th>
<th>TS Meas. (ms)</th>
<th>TS Sim. (ms)</th>
<th>TS Err. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>R1</td>
<td>49.19</td>
<td>48.94</td>
<td>−0.5</td>
<td>2.85</td>
<td>2.59</td>
<td>−0.26</td>
<td>78.79</td>
<td>83.12</td>
<td>5.5</td>
</tr>
<tr>
<td>S1</td>
<td>R2</td>
<td>56.61</td>
<td>54.68</td>
<td>−3.4</td>
<td>3.51</td>
<td>3.55</td>
<td>0.04</td>
<td>68.19</td>
<td>72.73</td>
<td>6.7</td>
</tr>
<tr>
<td>S1</td>
<td>R3</td>
<td>46.13</td>
<td>45.04</td>
<td>−2.4</td>
<td>1.90</td>
<td>2.16</td>
<td>0.26</td>
<td>84.52</td>
<td>90.56</td>
<td>7.2</td>
</tr>
<tr>
<td>S2</td>
<td>R1</td>
<td>53.87</td>
<td>55.53</td>
<td>3.1</td>
<td>3.09</td>
<td>3.51</td>
<td>0.41</td>
<td>71.25</td>
<td>72.72</td>
<td>2.1</td>
</tr>
<tr>
<td>S2</td>
<td>R2</td>
<td>43.49</td>
<td>44.33</td>
<td>2.0</td>
<td>1.94</td>
<td>2.20</td>
<td>0.25</td>
<td>82.69</td>
<td>90.81</td>
<td>9.8</td>
</tr>
<tr>
<td>S2</td>
<td>R3</td>
<td>53.23</td>
<td>51.22</td>
<td>−2.0</td>
<td>3.08</td>
<td>3.10</td>
<td>0.02</td>
<td>71.68</td>
<td>77.02</td>
<td>7.4</td>
</tr>
</tbody>
</table>

<p>| TABLE III. The measured and simulated LF, LFC, and $G$ values averaged for the 250 Hz, 500 Hz, 1 kHz, and 2 kHz octave bands. Each of the six combinations of source and receiver positions are given. |
|-----------|-----------|-----------|-----------|-----------|-----------|-----------|</p>
<table>
<thead>
<tr>
<th>S</th>
<th>R</th>
<th>LF Meas. (%)</th>
<th>LF Sim. (%)</th>
<th>LF Err. (%)</th>
<th>LFC Meas. (dB)</th>
<th>LFC Sim. (dB)</th>
<th>LFC Err. (%)</th>
<th>G Meas. (dB)</th>
<th>G Sim. (dB)</th>
<th>G Err. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>R1</td>
<td>25.55</td>
<td>20.21</td>
<td>−20.9</td>
<td>32.31</td>
<td>31.18</td>
<td>−3.5</td>
<td>19.33</td>
<td>18.86</td>
<td>−2.5</td>
</tr>
<tr>
<td>S1</td>
<td>R2</td>
<td>20.52</td>
<td>18.77</td>
<td>−8.5</td>
<td>28.07</td>
<td>28.25</td>
<td>0.7</td>
<td>20.48</td>
<td>20.06</td>
<td>−2.5</td>
</tr>
<tr>
<td>S1</td>
<td>R3</td>
<td>26.86</td>
<td>19.53</td>
<td>−27.3</td>
<td>32.00</td>
<td>32.49</td>
<td>1.6</td>
<td>18.94</td>
<td>18.72</td>
<td>−1.2</td>
</tr>
<tr>
<td>S2</td>
<td>R1</td>
<td>21.00</td>
<td>16.69</td>
<td>−20.5</td>
<td>26.33</td>
<td>27.61</td>
<td>4.9</td>
<td>20.01</td>
<td>20.91</td>
<td>4.5</td>
</tr>
<tr>
<td>S2</td>
<td>R2</td>
<td>24.61</td>
<td>20.41</td>
<td>−17.1</td>
<td>30.11</td>
<td>32.55</td>
<td>8.1</td>
<td>19.36</td>
<td>20.31</td>
<td>4.9</td>
</tr>
<tr>
<td>S2</td>
<td>R3</td>
<td>21.92</td>
<td>18.25</td>
<td>−16.7</td>
<td>27.88</td>
<td>28.55</td>
<td>2.4</td>
<td>19.98</td>
<td>20.73</td>
<td>3.8</td>
</tr>
</tbody>
</table>

are close to the measured values. In some cases, the computer model of the room sets limitations on the accuracy of the results since the geometry is simplified and some of the material data is only approximate. Comparing the results produced by the acoustic radiance transfer method to the results of the other acoustics prediction software with the same room model, the frequency dependent behavior of the parameters is very similar, although the results differ from the measured data. This can be explained by both the errors in the room model and the common limitations of the geometrical room acoustics modeling methods. Errors at the lower frequencies can be expected because the wave effects are not properly taken into account.

C. Computational performance

The memory consumption of the algorithm is high, in typical cases hundreds of megabytes, because each patch has an energy response for each discretized hemisphere direction. The amount of memory required is directly proportional to the number of patches, number of directional segments, sampling frequency, and the length of the energy response.

The computation times are also quite long with high spatial and temporal resolutions. In addition to the factors mentioned above, the Monte Carlo sampling density and the convergence threshold value also affect the computation time. Table IV contains some computation times on a PC with a Pentium 42.8 GHz processor and 1024 MB random access memory. It is obvious that the running times of the unoptimized version of the acoustic radiance transfer method are longer than with commercial acoustics prediction software, but they are still feasible for practical applications and research purposes.

VII. POSSIBLE EXTENSIONS AND FUTURE WORK

There are several possible error sources in the acoustic radiance transfer method. Wave effects are not modeled since there is no phase information when calculating with energies. For example, the edge diffraction is not taken into account.
TABLE IV. Computation times for each octave band with phase 1, phase 2, and phase 3 geometries consisting of 90, 378, and 986 patches, respectively, using angular resolution of 30° for both azimuth and elevation angles, and a time resolution of 1 ms. The length of the response is 1.0 s, and the energy level for convergence is set to 10⁻⁶ of the initial energy which corresponds to 40 dB attenuation. Double precision is used for floating points.

<table>
<thead>
<tr>
<th>Octave Band</th>
<th>Phase 1</th>
<th>Phase 2</th>
<th>Phase 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>125 Hz</td>
<td>5 min 33 s</td>
<td>24 min 42 s</td>
<td>1 h 41 min 43 s</td>
</tr>
<tr>
<td>250 Hz</td>
<td>5 min 28 s</td>
<td>31 min 13 s</td>
<td>2 h 13 min 5 s</td>
</tr>
<tr>
<td>500 Hz</td>
<td>5 min 28 s</td>
<td>28 min 57 s</td>
<td>2 h 26 min 25 s</td>
</tr>
<tr>
<td>1 kHz</td>
<td>5 min 27 s</td>
<td>24 min 7 s</td>
<td>2 h 10 min 25 s</td>
</tr>
<tr>
<td>2 kHz</td>
<td>5 min 14 s</td>
<td>27 min 32 s</td>
<td>2 h 26 min 56 s</td>
</tr>
<tr>
<td>4 kHz</td>
<td>4 min 36 s</td>
<td>23 min 50 s</td>
<td>2 h 7 min 58 s</td>
</tr>
</tbody>
</table>

the implementation. The acoustic energy propagation model could be extended to use diffraction models by modifying only the reflection kernel.

The reflection model could be improved. The relationship of the directional description to scattering and diffusion coefficients should be studied more carefully to assure their proper use. The discretization of the BRDFs could be replaced by the use of spherical harmonics so that in the energy response, each sample would consist of spherical harmonics coefficients. In addition, the material representation could possibly be extended to cover nonlocally reacting surfaces by applying bidirectional subsurface radiance distribution functions which also model subsurface scattering. This would allow transmission through materials, although one temporal and two spatial dimensions must be added to the reflectance model.

VIII. CONCLUSIONS

A model for acoustic energy propagation is presented in the form of the room acoustic rendering equation. Several widely used geometrical room acoustics modeling methods are shown to be specializations of this model. It provides foundations for even more general methods for modeling the propagation of acoustic energy. Thus, a more accurate prediction of room acoustics is made possible.

A new method is proposed to solve the room acoustic rendering equation. The method, called acoustic radiation transfer method, is an extension of the previous work on the acoustic radiosity method, because the time-dependent acoustic radiation transfer method can handle arbitrary reflections, represented by acoustic BRDFs, in addition to the diffuse reflections. The simulated results indicate that the acoustic radiation transfer method is at least as reliable a method for room acoustics prediction as most of the methods used today. In addition, it offers flexibility in modeling arbitrary reflections and handling complex sound sources. This allows the method to be extended to handle diffracting edges and transmission through materials in the future.
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