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Abstract—Bayesian networks are general, well-studied probabilistic models that capture dependencies among a set of variables. Variable Elimination is a fundamental algorithm for probabilistic inference over Bayesian networks. In this paper, we propose a novel materialization method, which can lead to significant efficiency gains when processing inference queries using the Variable Elimination algorithm. In particular, we address the problem of choosing a set of intermediate results to precompute and materialize, so as to maximize the expected efficiency gain over a given query workload. For the problem we consider, we provide an optimal polynomial-time algorithm and discuss alternative methods. We validate our technique using real-world Bayesian networks. Our experimental results confirm that a modest amount of materialization can lead to significant improvements in the running time of queries, with an average gain of 70%, and reaching up to a gain of 99%, for a uniform workload of queries. Moreover, in comparison with existing junction tree methods that also rely on materialization, our approach achieves competitive efficiency during inference using significantly lighter materialization.

Index Terms—probabilistic inference, materialization

I. INTRODUCTION

Research in machine learning has led to powerful methods for building probabilistic models which are used to carry out general predictive tasks [1]. In a typical setting, a model is trained offline from available data and is subsequently employed online for processing probabilistic inference queries. For example, a joint-probability model trained offline over the attributes of a relational database can be employed by the DBMS at query time to produce selectivity estimates for each query, for the purpose of query optimization [2]. For efficiency in such a setting, it is important to consider computational costs not only for training the model, but also for performing inference at query time. In this paper, we focus on the efficiency of inference in Bayesian networks.

Bayesian networks are probabilistic models that capture the joint distribution of a set of variables through local dependencies between small groups of variables [3]. They have an intuitive representation in terms of a directed acyclic graph (each directed edge between two variables represents a dependency of the child on the parent variable) and probabilities can be evaluated with compact sum-of-products computations. Being intuitive and modular makes Bayesian networks suitable for general settings where one wishes to represent the joint distribution of a large number of variables, e.g., the column attributes of a large relational table as the one shown in Fig. 1. Nevertheless, inference in Bayesian networks is NP-hard and one cannot preclude the possibility that the evaluation of some queries becomes expensive for cases of interest.

How can we mitigate this risk? Our approach is to consider the anticipated workload of probabilistic queries, and materialize the results of selected computations, so as to enable fast answers to costly inference queries. Moreover, we choose to work with a specific inference algorithm for Bayesian networks, namely variable elimination [5], [6]. While there exist several inference algorithms for Bayesian networks (e.g., junction trees, arithmetic circuits, and others [7]–[11]), variable elimination is arguably the most straightforward algorithm for inference with Bayesian networks and is used as subroutine in other algorithms (e.g., junction trees [7]). Since, to the best of our knowledge, this is the first work on workload-aware materialization for inference in Bayesian networks, we opt to use variable elimination as the inference algorithm, and demonstrate results to motivate the same approach for other inference algorithms as future work.

Our key observations are the following: first, the execution of variable elimination involves intermediate results, in the form of relational tables, some of which might be very costly to compute every time a query requires them; second, the same intermediate tables are used for the evaluation of many different queries. Therefore, we set to precompute and materialize the intermediate tables that bring the largest computational benefit, i.e., those that are involved in the evaluation of many expensive queries. The problem formulation is general enough to accommodate arbitrary query workloads and takes as input a budget constraint on the number or space requirements of the materialized tables (Section III).

Our contributions are the following:

• An exact polynomial-time algorithm to choose a materialization for the variable elimination algorithm under cardinality constraints; the choice is optimal for a fixed ordering of variables. (Section IV)

• A greedy approximation algorithm. (Section IV)

• A pseudo-polynomial algorithm for the problem under a budget constraint on the space used for materialization and an extension to deal with redundant variables. (Section V)

• Experiments over real data, showing that modest mate-
...exact computation of marginal and conditional probabilities, the conceptually simplest algorithm is \textsc{Variable Elimination} [5], [6]. Another common algorithm for exact inference is the \textit{junction tree} algorithm [7], [8]. Obtaining the junction tree of a Bayesian network requires building the triangulated moral graph of the Bayesian network, extracting the maximal cliques of that graph, and assigning each clique to one node of the junction tree. The junction tree is then “calibrated” via a message-passing procedure that precomputes and materializes potentials that correspond to joint probability distributions of the variables belonging to each of its nodes. This way, a query that involves variables in the same node can be answered directly by marginalizing those variables from the potential of that node. For queries whose query variables reside in more than one node, referred to as “out-of-clique” queries, additional message passing is performed between the nodes containing the query variables. To improve the efficiency of handling out-of-clique queries, Kanagal and Deshpande [13] proposed to materialize additional probability distributions arising from a hierarchical partitioning of the calibrated junction tree. We compare experimentally our proposal with the aforementioned junction tree algorithms [8], [13]. Additionally, there have been several data structures proposed for efficient exact inference with graphical models in the knowledge-compilation literature [9]–[11], [13]–[15]. Darwiche [9] showed that every Bayesian network can be interpreted as an exponentially-sized multi-linear function whose evaluation and differentiation solves the exact inference problem. Accordingly, several techniques were proposed to efficiently factor these multi-linear functions into more compact representations, such as arithmetic circuits and sum-product networks, by taking advantage of possible sparsity in conditional probabilities and context-specific independence for a given query [10], [11], [15]. We note that optimizing for a given workload is orthogonal to these efforts: our cost-benefit framework could be extended to account for other concise representations of the conditional-probability tables used by inference algorithms. As this paper is the first work to address budget-constrained and workload-aware materialization for query evaluation on Bayesian networks, we opt to work with the variable-elimination algorithm [5] over tabular-factor representations due to its conceptual simplicity.

Model-based inference finds application in many settings, including tasks related to data management. For example, models like Bayesian networks can naturally be used for selectivity estimation, as explained by Getoor et al. [2] and Tzoumas et al. [16], and today there is renewed interest in approximate query processing (AQP) based on probabilistic approaches [17]–[21]. For tasks such as selectivity estimation and AQP, where inference queries are repeatedly executed over a learned model, it is important to consider the efficiency of online inference and the role that careful materialization can play to increase efficiency. Our work can be viewed as a step in this direction. Note, however, that we focus on the efficiency of \textsc{Variable Elimination} for Bayesian network inference and not on any specific application such as AQP.

### III. Setting and Problem Statement
In this section we formally define the materialization problem we study. We first provide an overview of Bayesian-network inference and \textsc{Variable Elimination} algorithm, which is central to our contribution.

A Bayesian network $\mathcal{N}$ is a directed acyclic graph (DAG), where nodes represent variables and edges represent dependencies among variables. Each node is associated with a table quantifying the probability that the node takes a particular value, conditioned on the values of its parent nodes. For instance, if a node associated with a $\nu$-ary variable $a$ has $\ell$ parents, all of which are $\nu$-ary variables, the associated probability distribution for $a$ is a table with $\nu^{\ell+1}$ entries.

A key property of Bayesian networks is that each variable is conditionally independent of all its non-descendants given
the value of its parents. Due to this property, the joint probability of all the variables can be factorized into marginal and conditional probabilities associated with the nodes of the network. Using the network of Fig. 1 as our running example, the joint probability of all the variables is given by

\[ 
Pr(A, S, E, O, R, T) = Pr(T | O, R) Pr(O | E) Pr(R | E) Pr(E | A, S) Pr(A) Pr(S). 
\]  

Each factor on the right-hand side of (1) is part of the specification of the Bayesian network and represents the marginal and conditional probabilities of its variables.

In what follows, we assume we are given a Bayesian network \( \mathcal{N} \) that is discrete, i.e., all variables are categorical; numerical variables can be discretized in categorical intervals.

**Querying the Bayesian network.** We consider the task of answering probabilistic queries over a Bayesian network \( \mathcal{N} \). Specifically, we consider queries of the form

\[ 
q = Pr(X_q, Y_q = y_q), 
\]  

where \( X_q \subseteq X \) is a set of free variables and \( Y_q \subseteq X \) is a set of bound variables with corresponding values \( y_q \). Notice that free variables \( X_q \) indicate that the query requests a probability for each of their possible values. In the example of Fig. 1, \( Pr(S) = \text{female}, E = \text{uni} \) and \( Pr(T, A) = \text{young} \) are instances of such queries.

We denote by \( Z_q = X \setminus (X_q \cup Y_q) \) the set of variables that do not appear in the query \( q \). The variables in the set \( Z_q \) are those that need to be summed out in order to compute the query \( q \). Specifically, query \( q \) is computed via the summation

\[ 
Pr(X_q, Y_q = y_q) = \sum_{Z_q} Pr(X_q, Y_q = y_q, Z_q). 
\]  

The answer to the query \( Pr(X_q, Y_q = y_q) \) is a table indexed by the combinations of values of variables in \( X_q \). Note that conditional probabilities of the form \( Pr(X_q | Y_q = y_q) \) can be computed from the corresponding joint probabilities by

\[ 
Pr(X_q | Y_q = y_q) = \frac{Pr(X_q, Y_q = y_q)}{\sum_{X_q} Pr(X_q, Y_q = y_q)}. 
\]  

In addition, for variables with discrete numerical domain, range-queries of the form \( Pr(X_q, y_x \leq Y_q \leq y_u) \) can be computed from the corresponding joint probabilities by

\[ 
Pr(X_q, y_x \leq Y_q \leq y_u) = \sum_{y_x \leq y_q \leq y_u} Pr(X_q, Y_q = y_q), \]  

where ‘\( \leq \)’ here denotes an element-wise operator over variable vectors. So without loss of generality, we focus on queries of type (2).

**Answering queries.** A query \( q \) can be computed by brute-force approach as follows. First, compute the joint probability of all the variables in the network via a natural join over the tables of the factors of (1). Let \( H \) be the resulting table, indexed by the combination of values of all variables. Then, select those entries of \( H \) that satisfy the corresponding equality condition \( Y_q = y_q \). Finally, for each \( a \in Z_q \), compute a sum over each group of values of \( a \) (i.e., “sum out” \( a \)). The table that results from this process is the answer to query \( q \).

**Variable elimination.** The VARIABLE ELIMINATION algorithm proposed by Zhang et al. [5] improves upon the brute-force approach by taking advantage of the factorization of the joint probability, hence, avoiding the computation of \( H \). Given a total order \( \sigma \) on variables, the VARIABLE ELIMINATION algorithm computes the query \( q \) by summing out the variables in \( Z_q \), one at a time, from the intermediate tables obtained via natural join of the relevant factors.

For example, consider the Bayesian network of Fig. 1, the query \( q = Pr(T, A) = \text{young} \), and the order \( \sigma = \{A, S, T, E, O, R\} \). Note that for this query \( q \), we have \( X_q = \{T\}, Y_q = \{A\}, \) and \( Z_q = \{S, E, O, R\} \). The first variable in \( \sigma \) is \( A \in Y_q \). The VARIABLE ELIMINATION algorithm considers only the tables of those factors that include variable \( A \) and select the rows that satisfy the equality condition \( (A = \text{young}); \) then it performs the natural join over the resulting tables. This computation corresponds to the following two equations:

\[ 
\psi_A(S, E; A = \text{young}) = Pr(E | A = \text{young}, S) Pr(A = \text{young}), \]

\[ 
Pr(A = \text{young}, S, E, O, R, T) = \psi_A(S, E; A = \text{young}) Pr(S) Pr(T | O, R) Pr(O | E) Pr(R | E). 
\]  

Note that the computation involves only two factors that contain the variable \( A \), resulting in a table \( \psi_A(S, E; A = \text{young}) \), which is indexed by \( S \) and \( E \), and replaces these factors in the factorization of the joint probability.

The algorithm then proceeds with the next variables in the elimination order \( \sigma \), each time considering the current set of relevant factors in the factorization, until there are no more variables left to eliminate. The answer to the query is given by the final remaining factor upon all the variables in \( \sigma \) are processed this way.

**Elimination tree.** The VARIABLE ELIMINATION algorithm gives rise to a graph, like the one shown in Fig. 2 for the example of Fig. 1. Each node is associated with a factor and there is a directed edge between two factors if one is used for the computation of the other. In particular, each leaf node corresponds a factor, which is a conditional probability table in the Bayesian network. In our running example, these are the
factors that appear in (1). Each internal node corresponds to a factor that is computed from its children (i.e., the factors of its incoming edges), and is computed during the execution of the VARIABLE ELIMINATION algorithm. Moreover, each internal node corresponds to one variable. The last factor computed is the answer to the query.

Notice that the graph constructed in this manner is either a tree or a forest. It is not difficult to see that the elimination graph is a tree if and only if the corresponding Bayesian network is a weakly connected DAG. To simplify our discussion, we will focus on connected Bayesian networks and deal with an elimination tree \( T \) for each query. All results can be directly extended to the case of forests.

We note that the exact form of the factor for each internal node of \( T \) depends on the query. For the elimination tree in Fig. 2, we have factor \( \psi_A(S;E;A = \text{young}) \) on the node that corresponds to variable \( A \). However, if the query contained variable \( A \) as a free variable rather than bound to value \( (A = \text{young}) \), then the same node in \( T \) would contain a factor \( \psi_A(S;E) \). And if the query did not contain variable \( A \), then the same node in \( T \) would contain a factor \( \psi_S(S,E) \). On the other hand, the structure of the tree, the factors that correspond to leaf nodes and the variables that index the variables of the factors that correspond to internal nodes are query independent.

**Materialization of factors.** Materializing factor tables for internal nodes of the elimination tree \( T \) can speed up the computation of queries that require those factors. As we saw earlier, factors are computed in a sequence of steps, one for each variable. Each step involves the natural join over other factor tables, followed by: (i) either variable summation (to sum-out variables \( Z_q \)); or (ii) row selection (for variables \( Y_q \)); or (iii) no operation (for variables \( X_q \)). In what follows, we focus on materializing factors that involve only variable summation, the first out of these three types of operations. Materializing such factors is often useful for multiple queries \( q \) and sufficient to make the case for the materialization of factors that lead to the highest performance gains over a given query workload. Dealing with the materialization of general factors is a straightforward but somewhat tedious extension which is left for future work.

To formalize our discussion, we introduce some notation. Given a node \( u \in V \) in an elimination tree \( T \), we write \( T_u \) to denote the subtree of \( T \) that is rooted at node \( u \). We also write \( X_u \) to denote the subset of variables of \( X \) that are associated with the nodes of \( T_u \). Finally, we write \( A_u \) to denote the set of ancestors of \( u \) in \( T \), that is, all nodes between \( u \) and the root of the tree \( T \), excluding \( u \).

Computing a factor for a query \( q \) incurs a computational cost. We distinguish two notions of cost: first, if the children factors of a node \( u \) in the elimination tree \( T \) are given as input, computing \( u \) incurs a partial cost of computing the factor of \( u \) from its children; second, starting from the factors associated with conditional probability tables in the Bayesian network, the total cost of computing a node includes the partial costs of computing all intermediate factors, from the leaf nodes to \( u \). Formally, we have the following definitions.

**Definition 1** (Partial-Cost). The partial cost \( c(u) \) of a node \( u \in V \) in the elimination tree \( T = (V,E) \) is the computational cost required to compute the corresponding factor given the factors of its children nodes.

**Definition 2** (Total-Cost). The total cost of a node \( u \in V \) in the elimination tree \( T = (V,E) \) is the total cost of computing the factor at node \( u \), i.e.,

\[
b(u) = \sum_{x \in T_u} c(x),
\]

where \( c(x) \) is the partial cost of node \( x \).

When we say that we materialize a node \( u \in V \), we mean that we precompute and store the factor that is the result of summing out all variables below it on \( T \). When is a materialized factor useful for a query \( q \)? Intuitively, it is useful if it is one of the factors computed during the evaluation of \( q \), in which case we save the total cost of computing it from scratch, provided that there is no other materialized factor that could be used in its place, with greater savings in cost. The following definition of usefulness formalizes this intuition.

**Definition 3** (Usefulness). Let \( q = \Pr(X_q,Y_q = y_q) \) be a query, and \( R \subseteq V \) a set of nodes of the elimination tree \( T \) that are materialized. We say that a node \( u \in V \) is useful for the query \( q \) with respect to the set of nodes \( R \), if (i) \( u \in R \); (ii) \( X_u \subseteq Z_q \); and (iii) there is no other node \( v \in A_u \) for which conditions (i) and (ii) hold.

To indicate that a node \( u \) is useful for the query \( q \) with respect to a set of nodes \( R \) with materialized factors, we use the indicator function \( \delta_q(u;R) \). That is, \( \delta_q(u;R) = 1 \) if node \( u \in V \) is useful for the query \( q \) with respect to the set of nodes \( R \), and \( \delta_q(u;R) = 0 \) otherwise. When a materialized node is useful for a query \( q \), it saves us the total cost of computing it from scratch. Considering a query workload, where different queries appear with different probabilities, we define the benefit of a set of materialized nodes \( R \) as the total cost we save in expectation.

**Definition 4** (Benefit). Consider an elimination tree \( T = (V,E) \), a set of nodes \( R \subseteq V \), and query probabilities \( \Pr(q) \) for the set of all possible queries \( q \). The benefit \( B(R) \) of the node set \( R \) is defined as:

\[
B(R) = \sum_q \Pr(q) \sum_{u \in R} \delta_q(u;R) b(u) = \sum_{u \in R} \Pr(\delta_q(u;R) = 1) b(u) = \sum_{u \in R} E[\delta_q(u;R)] b(u).
\]

**Problem definition.** We can now define formally the problem we consider: for a space budget \( K \), our goal is to select a set of factors to materialize to achieve optimal benefit.
Problem 1. Given a Bayesian network \( \mathcal{N} \), an elimination tree \( T = (V, E) \) for answering probability queries over \( \mathcal{N} \), and budget \( K \), select a set of nodes \( R \subseteq V \) to materialize, whose total size is at most \( K \), so as to optimize \( B(R) \).

For simplicity, we also consider a version of the problem where we are given a total budget \( k \) on the number of nodes that we can materialize. We first present algorithms for Problem 2 in Section IV, and discuss how to address the more general Problem 1 in Section V.

Problem 2. Given a Bayesian network \( \mathcal{N} \), an elimination tree \( T = (V, E) \) for answering probability queries over \( \mathcal{N} \), and an integer \( k \), select at most \( k \) nodes \( R \subseteq V \) to materialize so as to optimize \( B(R) \).

Note that the factors to materialize are chosen under the assumption that the queries will follow a given probability distribution \( P = \{ \Pr(q) \} \). If the queries that are eventually encountered follow a different distribution \( P' \), then query answering may be faster or slower on average than under \( P \); this depends on whether \( P' \) assigns higher or lower probability to queries that are favorable or not for the chosen materialization. Notice, however, that even when the materialization has been optimized for a different workload, the runtime cost of queries can never be worse than the runtime without materialization. The worst case arises when the chosen materialization is useful for no query with non-zero probability in \( P' \). In such a case the benefit of the materialization is zero.

IV. Algorithms

In this section we present our algorithms for Problem 2: Section IV-A presents an exact polynomial-time dynamic-programming algorithm; Section IV-B presents a greedy algorithm, which yields improved time complexity but provides only an approximate solution, yet with quality guarantee.

A. Dynamic programming

We discuss our dynamic-programming algorithm in three steps. First, we introduce the notion of partial benefit that allows us to explore partial solutions for the problem. Second, we demonstrate the optimal-substructure property of the problem, and third, we present the algorithm.

Partial benefit. In Definition 4 we defined the (total) benefit of a subset of nodes \( R \subseteq V \) (i.e., a potential solution) for the whole elimination tree \( T \). Here we define the partial benefit of a subset of nodes \( R \) for a subtree \( T_u \) of a given node \( u \) of the elimination tree \( T \).

Definition 5 (partial benefit). Consider an elimination tree \( T = (V, E) \), a subset of nodes \( R \subseteq V \), and probabilities \( \Pr(q) \) for the set of all possible queries \( q \). The partial benefit \( B_u(R) \) of the node set \( R \) at a given node \( u \) in \( V \) is

\[
B_u(R) = \sum_{v \in R \cap T_u} E[\delta_q(v; R)] b(v).
\]

The following lemma states that, given a set of nodes \( R \), and a node \( u \in R \), the probability that \( u \) is useful for a random query with respect to \( R \) depends only on the lowest ancestor of \( u \) in \( R \).

Lemma 1. Consider an elimination tree \( T = (V, E) \) and a set \( R \subseteq V \) of nodes. Let \( u, v \in R \) such that \( v \in A_u \) and path\((u, v)\) \( \cap R = \emptyset \). Then we have:

\[
E[\delta_q(u; R)] = E[\delta_q(u; v)],
\]

where the expectation is taken over a distribution of queries \( q \).

Building on Lemma 1, we arrive to Lemma 2 below, which states that the partial benefit \( B_u(R) \) of a node-set \( R \) at a node \( u \) depends only on (i) the nodes of \( T_u \) that are included in \( R \), and (ii) the lowest ancestor \( v \) of \( u \) in \( R \), and therefore it does not depend on what other nodes “above” \( v \) are included in \( R \).

Lemma 2. Consider an elimination tree \( T = (V, E) \) and a node \( u \in V \). Let \( v \in A_u \) be an ancestor of \( u \). Consider two sets of nodes \( R \) and \( R' \) for which (i) \( v \in R \) and \( v \notin R' \); (ii) \( T_u \cap R = T_u \cap R' \); and (iii) path\((u, v)\) \( \cap R = \emptyset \). Then, we have: \( B_u(R) = B_u(R') \).

Let \( \epsilon \) be a special node, which we will use to denote that no ancestor of a node \( u \) is included in a solution \( R \). We define \( A_u = A_u \cup \{ \epsilon \} \) as the extended set of ancestors of \( u \), which adds \( \epsilon \) into \( A_u \). Notice that path\((u, \epsilon)\) corresponds to the set of ancestors of \( u \) including the root \( r \), i.e., path\((u, \epsilon) = A_u \).

Optimal substructure. Next, we present the optimal-substructure property for Problem 2. Lemma 3 states that the subset of nodes of an optimal solution that fall in a given subtree depends only on the nodes of the subtree and the lowest ancestor of the subtree that is included in the optimal solution.

Lemma 3 (Optimal Substructure). Given an elimination tree \( T = (V, E) \) and an integer budget \( k \), let \( R^* \) denote the optimal solution to Problem 2. Consider a node \( u \in V \) and let \( v \in A_u \) be the lowest ancestor of \( u \) that is included in \( R^* \). Let \( R_u^* = T_u \cap R^* \) denote the set of nodes in the optimal solution that reside in \( T_u \) and let \( \kappa_u^* = |T_u \cap R^*| \). Then,

\[
R_u^* = \arg \max_{R_u \subseteq T_u, |R_u| = \kappa_u^*} \{ B_u(R_u \cup \{ v \}) \}.
\]

The following lemma provides a bottom-up approach to combine partial solutions computed on subtrees. We note that in the rest of the section, we present our results on binary trees. This assumption is made without any loss of generality as any \( d \)-ary tree can be converted into a binary tree by introducing dummy nodes; furthermore, by assigning appropriate cost to dummy nodes, we can ensure that they will not be selected by the algorithm.

Lemma 4 (Additivity). Consider an elimination tree \( T = (V, E) \), a node \( u \in V \), and a set \( R_u \) of nodes in \( T_u \). Let
\(r(u)\) and \(ℓ(u)\) be the right and left children of \(u\), and let 
\(R_r(u) = T_r(u) \cap R_u\) and \(R_ℓ(u) = T_ℓ(u) \cap R_u\). Then, for \(v \in \bar{A}_u:\)
\[
B_u(R_u \cup \{v\}) = \begin{cases} 
B_u(\{u, v\}) + B_r(u)(R_u \cup \{u\}) + B_ℓ(u)(R_ℓ(u) \cup \{u\}), & \text{if } u \in R_u \\
B_r(u)(R_r(u) \cup \{v\}) + B_ℓ(u)(R_ℓ(u) \cup \{v\}), & \text{otherwise.}
\end{cases}
\]

(11)

**Dynamic programming.** Finally, we discuss how to use the structural properties shown above in order to devise the dynamic-programming algorithm. We first define the data structures that we use. Consider a node \(u\) in the elimination tree, a node \(v \in \bar{A}_u\), and an integer \(κ\) between 1 and \(\min\{k, |T_u|\}\). We define \(F(u, κ, v)\) to be the optimal value of partial benefit \(B_u(R)\) over all sets of nodes \(R\) that satisfy the following three conditions: (i) \(|T_u \cap R| ≤ κ\); (ii) \(v \in R\); and (iii) \(\text{path}(u, v) \cap R = \emptyset\). Condition (i) states that the node set \(R\) has at most \(κ\) nodes in the subtree \(T_u\); condition (ii) states that node \(v\) is contained in \(R\); and condition (iii) states that no other node between \(u\) and \(v\) is contained in \(R\), i.e., node \(v\) is the lowest ancestor of \(u\) in \(R\).

For all \(u, v, κ\), and sets \(R\) that satisfy conditions (i)-(iii) we also define \(F^+(u, κ, v)\) and \(F^-(u, κ, v)\) to denote the optimal partial benefit \(B_u(R)\) for the cases when \(u \in R\) and \(u \notin R\), respectively. Hence, we have
\[
F(u, κ, v) = \max \{F^+(u, κ, v), F^-(u, κ, v)\}.
\]
(12)

We assume that the special node \(ε\) belongs in all solution sets \(R\) but does not count towards the size of \(R\). Notice that \(F(u, κ, ε)\) is the optimal partial benefit \(B_u(R)\) for all sets \(R\) that have at most \(κ\) nodes in \(T_u\) and no ancestor of \(u\) belongs to \(R\). We now show how to compute \(F(u, κ, v)\) for all \(u \in V, κ \in \{1, \ldots, \min\{k, |T_u|\}\}\), and \(v \in \bar{A}_u\) by a bottom-up dynamic-programming algorithm:

1. If \(u\) is a leaf of the elimination tree then
   \[
   F^-(u, 1, v) = 0, \text{ for all } v \in \bar{A}_u, \\
   F^+(u, 1, v) = -∞, \text{ for all } v \in \bar{A}_u.
   \]
   (13)

   This initialization enforces leaf nodes not to be selected, as they correspond to factors that define the Bayesian network and are part of the input.

2. If \(u\) is not a leaf of the elimination tree then
   \[
   F^+(u, κ, v) = B_u(\{u, v\}) + \max_{κ_ℓ + κ_r = κ-1} \{F(ℓ(u), κ_ℓ, u) + F(r(u), κ_r, u)\},
   \]
   (14)
   and
   \[
   F^-(u, κ, v) = \max_{κ_ℓ + κ_r = κ} \{F(ℓ(u), κ_ℓ, v) + F(r(u), κ_r, v)\}.
   \]

The value of the optimal solution is returned by \(F(r, k, ε) = \max\{F^+(r, k, ε), F^+(r, k, ε)\}\), where \(r\) is the root of the elimination tree. To compute the entries of the table \(F(u, κ, v)\), for all \(u \in V, κ \in \{1, \ldots, \min\{k, |T_u|\}\}\), and \(v \in \bar{A}_u\), we proceed in a bottom-up fashion. For each node \(u\), once all entries for the nodes in the subtree of \(u\) have been computed, we compute \(F^+(u, κ, v)\) for all \(κ \in \{1, \ldots, \min\{k, |T_u|\}\}\), and all \(v \in \bar{A}_u\). Hence, computing each entry \(F(u, κ, v)\), requires only entries that are already computed. Once all the entries \(F(u, κ, v)\) are computed, we construct the optimal solution by backtracking — specifically, invoking the subroutine \text{ConstructSolution}(r, k, ε); pseudocode as Algorithm 1.

**Theorem 1.** The dynamic-programming algorithm described above computes correctly the optimal solution \(R^∗\).

We note that optimality holds for the elimination order \(σ\) which, as explained in Section III is given as an input to the problem. Notice that for each node \(u\) the computation of the entries \(F(u, κ, v)\) requires the computation of partial benefit values \(B_u(\{u, v\})\) for pairs of nodes \((u, v)\), which in turn, require access to or computation of values \(E[δ_q(u; v)]\). As Lemma 5 below shows, the latter quantity can be computed from \(E[δ_q(u; \emptyset)]\) and \(E[δ_q(v; \emptyset)]\), for all \(u \in V\) and \(v \in \bar{A}_u\). In practice, it is reasonable to consider a setting where one has used historical query logs to learn empirical values for \(E[δ_q(u; \emptyset)]\) and thus for \(E[δ_q(u; v)]\).

**Lemma 5.** Let \(u \in V\) be a given node in an elimination tree \(T\) and let \(v \in \bar{A}_u\) denote an ancestor of \(u\). Then,
\[
E[δ_q(u; v)] = E[δ_q(u; \emptyset)] – E[δ_q(v; \emptyset)].
\]
(15)

Finally, the running time of the algorithm can be easily derived by the time needed to compute all entries of the dynamic-programming table. We note that the efficiency of the algorithm, as analyzed in Theorem 2, makes it practical to update the materialized factors whenever the input Bayesian network is updated.

**Theorem 2.** The running time of the dynamic-programming algorithm is \(O(nhk^2)\), where \(n\) is the number of nodes in the elimination tree, \(h\) is its height, and \(k\) is the number of nodes to materialize.

**B. Greedy algorithm**

The benefit function is non-negative, non-decreasing, and submodular. Hence, it follows from the classic result of Nemhauser et al. [22] that the greedy algorithm for Problem 2 offers a \((1 − 1/e)\) approximation guarantee. Technical details and proofs are in the extended version of the paper [12].
V. Extensions

A. Space budget constraints

The algorithms presented in the previous section address Problem 2, where budget \( k \) specifies the number of nodes to materialize. A more practical scenario is Problem 1, where a budget \( K \) is given on the total space required to materialize the selected nodes. In this case, for each node \( u \) of the elimination tree \( T \) the space \( s_u \) required to materialize the probability table at node \( u \) is given as input. Both algorithms, dynamic-programming and greedy, are extended to address this more general version of the problem. The extension is fairly standard, and thus we describe it here only briefly.

For the dynamic-programming algorithm the idea is to create an entry \( F(u, \kappa, v) \) for nodes \( u \) and \( v \), and with index \( \kappa \) taking values from 1 to \( \min\{K, S_u\} \), where \( S_u \) is the total space required to materialize the probability tables of all nodes in \( T_u \). We then evaluate \( F(u, \kappa, v) \) as the maximum benefit over all possible values \( \kappa_v \) and \( \kappa_r \) such that \( \kappa_v + \kappa_r = \kappa - s_u \), where \( s_u \) is the space required to materialize node \( u \).

The modified algorithm provides the exact solution in \( \mathcal{O}(nhK^2) \) running time. Note, however, that unlike the previous case (Problem 2) where \( k \) is bounded by \( n \), the value of \( K \) is not bounded by \( n \). As the running time is polynomial in the value of \( K \), which is specified by \( \mathcal{O}(\log K) \) bits, it follows that the algorithm is pseudo-polynomial. However, the technique can be used to obtain a fully-polynomial approximation scheme (FPTAS) by rounding all space values into a set of smaller granularity and executing the dynamic programming algorithm using these rounded values.

For the greedy algorithm, in each iterative step we select to materialize the node \( u \) that maximizes the normalized marginal gain \( (B(R \cup \{u\}) - B(R))/s_u \). The modified greedy algorithm has the same running time and approximation guarantee \( (1 - \frac{1}{e}) \) [23].

B. Accounting for redundant variables

So far we have considered a fixed elimination tree \( T \) and elimination order \( \sigma \). The elimination tree \( T \) specifies the order in which sum-of-product operations are performed, with one summation for every variable in the Bayesian network \( N \). One can observe, however, that it is not necessary to involve every variable in the evaluation of a query: previous work [5], [8], [24] provides methods to determine the variables that are redundant for the evaluation of a query \( q \) allowing to perform computations based on a “shrunk” Bayesian network.

Accordingly, one can devise a redundancy-aware scheme by materializing different probability tables for a set of “shrunk” Bayesian networks obtained through removal of redundant variables. Here, we provide a brief discussion for it and provide the details in the extended version of the paper [12]. Let \( L \) be the set that contains these shrunk Bayesian networks and the input Bayesian network. The set \( L \) can be represented as a lattice with edges between each network and its maximal subnetworks in \( L \). When a query arrives, it is efficiently mapped to one network in the lattice from which its value can be computed exactly. In this scheme, optimization considerations involve the choice of networks to include in the lattice, as well as the materialized factors for each network.

VI. Experiments

Our empirical evaluation has two parts. In the first part, we evaluate the benefits of materialization for variable elimination. As explained in Section III, we consider materializing only factors resulting from joins and variable summations. In the second part, we compare our approach with two junction tree-based inference algorithms, which also rely on materialization. In what follows, we first describe the experimental setup (Sec. VI-A) and then the results (Sec. VI-B).

A. Setup

Datasets. We use real-world Bayesian networks (see Table I for statistics). Column “parameters” refers to the number of entries of the factors that define the corresponding Bayesian network. PATHFINDER [25] is used in an expert system that assists surgical pathologists with the diagnosis of lymph-node diseases. DIABETES [27] models insulin dose adjustment. MILDEW is used to predict the necessary amount of fungicides against mildew in wheat. LINK [28] models the linkage between a gene associated with a rare heart disease (the human LQT syndrome) and a genetic marker gene. MUNIN [29] is used in an expert electromyography assistant. MUNIN#1 and MUNIN#2 are two subnetworks of MUNIN. ANDES [26] is used in an intelligent tutoring system that teaches Newtonian physics to students. The TpCH Bayesian networks were learned from TpCH data, following Tzoumas et al. [16]. When necessary due to the page limit, we show results only on a subset of datasets, implying that the results are similar on the rest. The full plots are placed in the extended version [12] of the paper. All datasets are publicly available online.

Elimination order. As explained in Section III, elimination trees are determined by the given variable-elimination order. However, finding the optimal order is NP-hard [30], and several heuristics have been proposed. Among these heuristics, greedy algorithms perform well in practice [31].


<table>
<thead>
<tr>
<th>Network</th>
<th>nodes</th>
<th>edges</th>
<th>parameters</th>
<th>avg. degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUNIN#1</td>
<td>68</td>
<td>26</td>
<td>68</td>
<td>2.2</td>
</tr>
<tr>
<td>MUNIN#2</td>
<td>136</td>
<td>52</td>
<td>136</td>
<td>2.7</td>
</tr>
<tr>
<td>MUNIN#3</td>
<td>218</td>
<td>80</td>
<td>218</td>
<td>2.8</td>
</tr>
<tr>
<td>MUNIN#4</td>
<td>318</td>
<td>112</td>
<td>318</td>
<td>3.0</td>
</tr>
<tr>
<td>MUNIN#5</td>
<td>420</td>
<td>144</td>
<td>420</td>
<td>3.1</td>
</tr>
<tr>
<td>MUNIN#6</td>
<td>536</td>
<td>192</td>
<td>536</td>
<td>3.2</td>
</tr>
<tr>
<td>MUNIN#7</td>
<td>660</td>
<td>240</td>
<td>660</td>
<td>3.3</td>
</tr>
<tr>
<td>MUNIN#8</td>
<td>800</td>
<td>300</td>
<td>800</td>
<td>3.4</td>
</tr>
<tr>
<td>MUNIN#9</td>
<td>956</td>
<td>360</td>
<td>956</td>
<td>3.5</td>
</tr>
<tr>
<td>MUNIN#10</td>
<td>1120</td>
<td>420</td>
<td>1120</td>
<td>3.6</td>
</tr>
</tbody>
</table>
Bayesian network $\mathcal{N}$, a greedy algorithm begins by initializing a graph $\mathcal{H}$ from the “moralization” of $\mathcal{N}$, i.e., by connecting the parents of each node and dropping the direction of the edges. Then at the $i$-th iteration, a node that minimizes a heuristic cost function is selected as the $i$-th variable in the ordering. The selected variable is then removed from $\mathcal{H}$ and undirected edges are introduced between all its neighbors in $\mathcal{H}$. In this paper, we consider heuristics where the cost of a node is: min-neighbors (MN): the number of neighbors it has in $\mathcal{H}$; min-weight (MW): the product of domain cardinalities of its neighbors in $\mathcal{H}$; min-fill (MF): the number of edges that need to be added to $\mathcal{H}$ due to its removal; and weighted-min-fill (WMF): the sum of the weights of the edges that need to be added to $\mathcal{H}$ due to its removal, where the weight of an edge is the product of the domain cardinalities of its endpoints [30].

Table II shows statistics for the factors in the elimination trees created under orders generated by the aforementioned heuristics. For each Bayesian network, we select the elimination order that induces the smallest average parameter size and use the maximum parameter size as a tie-breaker. In separate experiments, we have confirmed that this heuristic works well, i.e., it chooses an elimination order with the best or close-to-the-best performance and avoids very costly orders [12]. Table III reports statistics of the elimination trees obtained from the chosen elimination order for each dataset.

**Query workload.** The problem we consider assumes a query workload, i.e., a probability distribution $\Pr(q)$ of queries $q$. In practice, it is reasonable to consider a setting where one has access to a historical query log. In the absence of such a log for the networks of Table I, we consider queries $q = \Pr(X_q, Y_q = y_q)$, where $Y_q = \emptyset$ and all variables are either free ($X_q$) or summed-out ($Z_q$). Note that the setting $Y_q = \emptyset$ is a worst-case scenario that leads to computationally intensive queries, since, by not selecting any subsets of rows associated with $Y_q = y_q$ we need to generate larger factors. We consider two workload schemes. In the first scheme we consider uniform workloads, where each variable has equal probability to be a member of $X_q$. For each dataset, we generate a total of 250 random queries, with 50 queries for each query size $r_q$, i.e., $r_q = |X_q| \in [1, 5]$. In the second scheme we consider skewed workloads, where the variables appearing earlier in the elimination ordering are more likely to appear among the summed-out variables $Z_q$. Specifically, a variable that appears $\ell$ levels above another in $T$ is $\ell$ times more likely to be placed among the free variables $X_q$. We do not show results for workload distributions with opposite skew: since we focus on materialized tables that involve only summed-out variables, it is easy to see that having free variables close to the leaves of the elimination tree $T$ would usually render them not useful.

**Cost values.** To solve Problem 2, we must assign partial cost values $c(u)$ to the nodes $u$ of elimination trees. Cost must represent the running time of computing the corresponding factor from its children in the elimination tree. Following the time-complexity analysis of Koller et al. [30] for tabular-factor representations, we estimate $c(u)$ to be proportional to the cost of the corresponding natural join operation. We implement joins using the one-dimensional representation of factor tables described by Murphy [32]. For this implementation, the cost of the natural join operation is twice the resulting size of join, which can be calculated from the sizes of the joined tables without actually performing the join. We confirm empirically that the cost estimates align almost perfectly with the corresponding execution times (Pearson $r \geq 0.99$).

**Algorithms.** We compare with other inference algorithms:

(i) **Junction tree (JT).** Following Lauritzen et al. [8] the tree is calibrated by precomputing and materializing the joint probability distributions for each of its nodes. As discussed in Section II, this supports efficient evaluation of all the queries in which the query variables belong to the same tree node.

(ii) **Indexed junction tree (IND).** We implement the approach of Kanagal and Deshpande [13], which makes use of a hierarchical index built on the calibrated junction tree. As discussed in Section II, this index contains additional (materialized) joint probability distributions for speeding up “out-of-clique” queries. Index construction requires to specify a parameter denoting the maximum possible size for a potential to be materialized. We set this parameter in terms of total number of entries in a potential by considering candidate values $\{250, 10^3, 10^5\}$ and selecting the one resulting in smallest
median query processing cost for each dataset under uniform workload. We compute the cost of these algorithms as done for variable elimination following Koller et al. [30] and confirm that the cost estimates align perfectly with the execution times (Pearson \( \rho \geq 0.98 \)).

**Execution system.** Experiments were executed on a 64-bit SUSE Linux Enterprise Server with Intel Xeon 2.90 GHz CPU and 264 GB memory. Our implementation is online.2

**B. Results**

**Improvement over Variable Elimination.** We first report the performance gains that materialization brings to variable elimination. Results for the uniform scheme are shown in Fig. 3. Each plot corresponds to one dataset, with the \( x \)-axis showing the number of factors that are materialized (budget \( k \)) and the \( y \)-axis showing the cost savings in query time, expressed as a percentage of the query time when no materialization is used. The reported savings are averages over the query workload and each bar within each plot corresponds to a different query size \( q \). The numbers on the bars indicate the percentage of cost savings relative to the materialization of all the factors in the tree in the uniform-workload scheme.

We observe in Fig. 3 that, consistently in all datasets, a small number of materialized factors can achieve cost savings almost as high as in the case of materializing all factors. This result is expected as the submodularity property of the benefit function implies a diminishing-returns behavior. This result is also desirable as it shows that we can achieve significant benefit by materializing only a small number of factors. Another observation, common to all datasets, is that, as the number \( r_q \) of variables in a query increases, the savings from materialization decrease. Given our choice of limiting the materialization operation to factors that involve only joins and variable summation, this trend is expected: with higher \( r_q \), the probability that a materialized factor does not contain any free variable in its subtree decreases, limiting the benefit.

The datasets where we observe considerably small savings are MUNIN#1, ANDES, LINK, and DIABETES. In all these datasets except DIABETES, we find that a small number of factors contribute to the largest part of the computational cost when \( k = 0 \), due to their large number of entries: we observe that 5 out of 372 factors in MUNIN#1 and 6 out of 1428 factors in LINK contribute to almost 90% of the computational cost, while for ANDES, 5 out of 440 factors contribute to 75%. This suggests that the same computational burden of creating these large factor tables carries to the case of \( k > 0 \) whenever none of the materialized factors are useful. We indeed observe that the average cost savings, among the queries in which the variables associated to these large factors are summed out, is greater than 90% in these datasets. On the other hand, for DIABETES, we find that the number of entries in the factor tables are almost uniformly distributed, however, the structure of the elimination tree has large chain components, as reflected by its larger height relative to other

**TABLE IV**

<table>
<thead>
<tr>
<th>Network</th>
<th>( r_q=1 )</th>
<th>( r_q=2 )</th>
<th>( r_q=3 )</th>
<th>( r_q=4 )</th>
<th>( r_q=5 )</th>
<th>all</th>
</tr>
</thead>
<tbody>
<tr>
<td>MILDEW</td>
<td>11.2</td>
<td>33.5</td>
<td>97.5</td>
<td>122.7</td>
<td>177.3</td>
<td>77.0</td>
</tr>
<tr>
<td>PATHFINDER</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>MUNIN#1</td>
<td>319.4</td>
<td>408.4</td>
<td>474.7</td>
<td>656.6</td>
<td>767.2</td>
<td>438.2</td>
</tr>
<tr>
<td>ANDES</td>
<td>1.1</td>
<td>1.6</td>
<td>2.6</td>
<td>4.8</td>
<td>7.6</td>
<td>3.5</td>
</tr>
<tr>
<td>DIABETES</td>
<td>18.0</td>
<td>95.7</td>
<td>322.3</td>
<td>621.0</td>
<td>801.9</td>
<td>162.3</td>
</tr>
<tr>
<td>LINK</td>
<td>119.4</td>
<td>215.8</td>
<td>313.8</td>
<td>391.1</td>
<td>532.0</td>
<td>287.1</td>
</tr>
<tr>
<td>MUNIN#2</td>
<td>7.1</td>
<td>11.6</td>
<td>14.5</td>
<td>12.9</td>
<td>25.8</td>
<td>14.4</td>
</tr>
<tr>
<td>TpCH#1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>2.1</td>
<td>0.5</td>
</tr>
<tr>
<td>TpCH#2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>1.5</td>
<td>0.5</td>
</tr>
<tr>
<td>TpCH#3</td>
<td>3.7</td>
<td>5.9</td>
<td>37.3</td>
<td>81.9</td>
<td>183.7</td>
<td>50.9</td>
</tr>
<tr>
<td>TpCH#4</td>
<td>0.2</td>
<td>0.7</td>
<td>2.9</td>
<td>25.5</td>
<td>28.2</td>
<td>8.7</td>
</tr>
</tbody>
</table>

2https://github.com/aslayci/qtm

**Comparison with junction tree algorithms.** We begin by comparing the computational costs for inference, i.e., query answering. Results for the uniform scheme are shown in Fig. 5, where variable elimination with different levels of materialization is indicated by \( VE-k \). The reported costs are averages over the query workload per query size \( r_q \).

Fig. 5 demonstrates that, for all the datasets, our proposed
variable elimination with different levels of materialization is competitive with the junction tree algorithms (JT and IND) for \( r_q > 1 \), even with a very small materialization budget of \( k = 1 \). When \( r_q = 1 \), i.e., when there is only one query variable, JT and IND perform significantly better. This is expected, since the distribution of any single variable is readily available from the materialized junction tree. However for \( r_q > 1 \), VE-\( k \) has comparable performance to JT and IND – and, in fact, VE-\( k \) significantly outperforms the other algorithms in half of the datasets, including the largest Bayesian networks MUNIN#2 and MUNIN. This is because in this case it is unlikely for the junction tree to have the joint distribution of \( r_q > 2 \) variables readily available. Specifically, it is unlikely for the junction tree to contain a materialized joint distribution of exactly the \( r_q \) variables included in a given query. In such cases, the junction tree algorithm JT essentially performs variable elimination over the junction tree.

We omit the results for the skewed-workload scheme as the overall trend is similar, with slightly better performance for VE-\( k \). They are made available in the extended version [12]. Instead, we present an aggregate comparison of the algorithms in the uniform and skewed-workload schemes in Fig. 6.

Note that JT and IND are quite sensitive to the query variables, as indicated by the high variability in the costs for answering different queries. This is expected, as their performance depends on how far apart the query variables are located on the junction tree. On the other hand, VE-\( k \) is more robust under both workload schemes.

Additionally, we report the computational costs for the off-line materialization phase in Table V. In particular, we report the disk space occupied by the materialized structures, along with the running time required for materialization. For our method, we report the results for VE-\( n \), i.e., for the maximum possible budget \( k = n \), where all the factors are materialized.
For JT, the costs concern the precomputation of the junction tree (the “calibration” phase). For IND, the costs concern both the junction tree and the additional index.

Table V demonstrates that VE-$k$ significantly outperforms JT and IND both in terms of precomputation time and materialization volume. In fact, for MUNIN#1 and TpCH#3, the junction tree algorithms did not terminate after a two-day-long execution (NA entries in Table V). We conclude that, for settings that include large Bayesian networks and modest to large query sizes, a small level of materialization for variable elimination offers a significant advantage over junction tree based algorithms, as it provides efficient inference (Fig. 5-6), as well as faster and lighter precomputation (Table V).

**Robustness.** We experiment with settings where materialization is optimized for a training query workload $P$, but the test queries are drawn from a different workload $P'$. Specifically, we set $P$ to be either the uniform or the skewed workload; and $P'$ to consist of queries from the uniform workload in proportion $\lambda$ and from the skewed workload in proportion $(1 - \lambda)$, with varying $\lambda \in [0, 1]$. The results are shown for one Bayesian network (MILDREW) in Fig. 7. In both cases, perfor-

**TABLE V**

<table>
<thead>
<tr>
<th>Network</th>
<th>Disk Space (MB)</th>
<th>Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VE-n</td>
<td>JT</td>
</tr>
<tr>
<td>MILDREW</td>
<td>1.7</td>
<td>373</td>
</tr>
<tr>
<td>PATHFINDER</td>
<td>&lt;1</td>
<td>17</td>
</tr>
<tr>
<td>MUNIN#1</td>
<td>317</td>
<td>NA</td>
</tr>
<tr>
<td>ANDES</td>
<td>4.1</td>
<td>70</td>
</tr>
<tr>
<td>DIABETES</td>
<td>15</td>
<td>945</td>
</tr>
<tr>
<td>LINK</td>
<td>245</td>
<td>3735</td>
</tr>
<tr>
<td>MUNIN#2</td>
<td>9</td>
<td>480</td>
</tr>
<tr>
<td>MUNIN#3</td>
<td>14</td>
<td>2866</td>
</tr>
<tr>
<td>TpCH#1</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>TpCH#2</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>TpCH#3</td>
<td>&lt;1</td>
<td>NA</td>
</tr>
<tr>
<td>TpCH#4</td>
<td>&lt;1</td>
<td>4.7</td>
</tr>
</tbody>
</table>
mance decreases smoothly for increasingly uniform workload $\mathcal{P}'$ (larger values of $\lambda$). This happens because in both cases the materialized factors that benefit the queries are the ones that dominate the skewed workload, i.e., queries with variables near the root of the elimination tree.

VII. CONCLUSIONS

In this paper, we studied the problem of materializing intermediate relational tables created during the evaluation of queries over a Bayesian network using variable elimination. We presented efficient algorithms to choose the optimal tables under a budget constraint for a given query workload and variable-elimination order. Our experiments show that appropriate materialization can offer significant inference speed-up and competitive advantages over junction-tree algorithms.

Our work contributes to the growing research on data-management in machine-learning systems [33]. One direction for future work is to adapt our framework to other concise factor representations, such as arithmetic circuits [10], [15] and sum-product networks [11] or junction trees [13]. Moreover, in the context of specific applications such as AQP, it is crucial to investigate the maintenance of the materialized factors in the presence of updates. Finally, while the proposed method is shown to be quite robust with respect to changes of the query distribution, it will be valuable to implement a drift-detection mechanism, which automatically prompts an update in the materialization strategy.
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