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Preface to ”Recent Advances on Safe Maritime

Operations under Extreme Conditions”

Increased activity in the Arctic involves hazards such as a harsh environment, especially the

ice cover and cold temperature, remoteness, a lack of infrastructure, and lack of information about

bathymetry, among other challenges. Ice cover is also highly variable and dynamic, with increasing

variation in the future; due to the changing effects of the world climate, the ice conditions on all

ice-covered areas are also under dynamic change. The effects on Arctic operations are complicated

issues to address. The remoteness of Arctic areas means that in the case of an accident, the search and

rescue (SAR) capabilities are low. Fairways are not marked very extensively; therefore, soundings

taken for charting are relatively scarce. These polar area hazards are compounded by the fact that the

rate of recovery of nature is slow, meaning that environmental hazards are exacerbated.

This book presents a collection of papers which focus on scenario-based risk management

for polar shipping and risk-based guidelines. Topics discussed by internationally renowned

authors involve the description of ice conditions, ship–ice contact and associated loading, numerical

models/idealizations, definitions of limit states for ice-strengthened structures, and holistic

risk/reward analyses for polar navigation. From an overall perspective, this work contributes toward

international research efforts to safeguard maritime operations in ice-infested waters. This book may

be of interest for maritime industry practitioners, regulators, academics, researchers and postgraduate

students.

Part of the work presented in this book has been sponsored by Lloyd’s Register Foundation

(LRF). Their financial support is acknowledged with gratitude. LRF helps to protect life and property

by supporting engineering-related education, public engagement, and the applications of research.

Pentti Kujala, Spyros Hirdaris, Martin Bergström

Editors
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1. Introduction

The increased activity in the Arctic involves hazards such as a harsh environment,
especially the ice cover and cold temperature, remoteness and lack of infrastructure, and
lack of information about bathymetry, among others. Ice cover is also highly variable
and dynamic, with increasing variation in the future as, due to the changing effects of the
world climate, the ice conditions on all ice-covered areas are also under dynamic change.
This effect on Arctic operations is a complicated problem to solve. The remoteness of the
Arctic areas means that in case of an accident, the search and rescue (SAR) capability is low.
Further, the fairways are not marked very extensively, and the soundings taken for charting
are relatively scarce. These polar area hazards are compounded by the fact that the rate of
recovery of nature is slow, meaning that environmental hazards are made more serious.

The focus of this Special Issue is research related to the recommended practices of
scenario-based risk management for polar shipping and risk-based guidelines considering
holistically the impact of risks on ice-infested waters. These include: (a) definition of
ice conditions, (b) ship–ice contact, (c) numerical models/idealizations, (d) definition
of limit states for ice-strengthened structures, and (e) holistic risk–reward analysis for
polar navigation.

2. Summary of Contents

This special includes six original research articles on recent advances in safe maritime
operations under extreme conditions.

Bergström and Kujala [1] present a discrete event simulation-based approach for
assessing the operating performance of the Finnish–Swedish winter navigation system
(FSWNS) under different operating scenarios. Different operating scenarios are specified in
terms of ice conditions, the volume of maritime traffic, number of icebreakers (IBs), and
regulations such as the energy efficiency design index (EEDI). Case studies indicate that, un-
less the number of IBs is increased, the EEDI regulations may result in a significant increase
in both the number of instances of IB assistance and the cumulated IB waiting times.

Brown et al. [2] present a new framework that augments the current POLARIS method-
ology to model consequences. It has been developed on the premise that vessels of a given
class with higher potential life-safety, environmental, or socio-economic consequences
should be operated more conservatively. The framework supports voyage planning and
real-time operational decision making through assignment of operational criteria based
on the likelihood of ice-induced damage and the potential consequences. The objective of
this framework is to enhance the safety of passengers and crews and the protection of the
Arctic environment and its stakeholders.

Li et al. [3] present a three-dimensional numerical simulation model of an oil spill for
application in emergency treatment methods under icy water conditions. The combined
effects of wind, wave, current, and ice implemented in their model correspond to Arctic
Ocean conditions. A discrete element method combined with an overset grid was adopted
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to track the trajectory movements of an oil film with medium-density ice floes and simulate
the flow field of moving ice of large displacement in six degrees of freedom (6DOF). The
probability of oil spill area extensions were estimated by a response surface method (RSM).
The results show a reduced risk of pollution in icy water conditions and greater drift action
of oil film. Accordingly, the spraying location and quantity of oil dispersant could be
rapidly specified.

Zhang et al. [4] present a simplified numerical model to predict ice impact forces acting
on a ship’s hull in level ice conditions. The model is based on ice–hull collision mechanisms
and the essential ice-breaking characteristics. The two critical ice failure modes, localized
crushing and bending breaking, are addressed. An energy method is used to estimate
the crushing force and the indentation displacement for different geometry schemes of
ice–ship interaction. The ice bending breaking scenario is taken as a semi-infinite plate
under a distributed load resting on an elastic foundation. An integrated complete ice–hull
impact event is introduced with ice failure modes and breaking patterns. Impact location
randomness and number of broken ice wedges are considered in order to establish a
stochastic model. This model can be used to predict ice impact loads, and to establish a
link between design parameters (ice properties and ship geometry) and structural loads.

Idrissova et al. [5] analyze the effect of the assumptions behind the Popov method by
comparing ice load predictions, calculated by the method, with corresponding full-scale ice
load measurements. The findings indicate that assumptions concerning the modelling of
the ship–ice collision scenario, the ship–ice contact geometry, and the ice conditions, among
others, significantly affect how well the ice load prediction agrees with the measurements.

Leira et al. [6] illustrate the most likely combinations of the statistical properties of
the parameters that characterize ice ridges and icebergs, using the so-called environmental
contour method. Probabilistic models of the key parameters that govern the ship–ice
interaction process are introduced. Subsequently, the procedure referred to as the inverse
reliability method (IFORM) is applied for identification of the environmental contour.
Different forms (i.e., dimensions) of environmental contours are generated to reflect the
characteristics of the interaction process. Furthermore, the effect of an increasing correlation
between the basic parameters is studied. In addition, the increase in the design parameter
values for increasing encounter frequencies is illustrated.

3. Perspectives on Future Research

Climate change is expected to cause rapid changes in sea ice conditions, increasing
the volume of shipping in icy waters. The current experience-based determination of
ice-induced loads on ships, primarily derived from historical data, are not suitable for
handling the related challenges. Therefore, new approaches are urgently needed, based on
detailed full-scale measurements, as well as an in-depth understanding of the physics of the
ship–ice interaction. The main challenges are related to modelling the icebreaking process,
due to its stochastic nature, and due to large variations in the prevailing ice conditions and
material properties. Despite significant research efforts, no clear link between ice-induced
loads and the prevailing ice conditions exists. The resulting uncertainty in ship design
translates into significant risks to people and the environment.

Author Contributions: Writing—original draft preparation; P.K., writing—review and editing; S.H.
and M.B. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
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Abstract: Ice ridges and icebergs generally pose a major threat to both ships and offshore facilities
that operate in Polar regions. In many cases these features will govern the structural design loads
associated with the Ultimate Limit State (ULS) and the Accidental Limit State (ALS). In general, a
large number of load cases must be considered in order to ascertain an adequate structural resis-
tance. Alternatively, conservatively high values of the relevant design parameters can be applied,
which implies cost penalties. Accordingly, it is natural to consider methods that can serve to reduce
the number of relevant load cases. Based on relevant information about the statistical properties
of the parameters that characterize ice ridges and icebergs, the most likely combinations of these
parameters for design purposes are highly relevant. On this background, the so-called environmental
contour method is applied. Probabilistic models of the key parameters that govern the ship and
ice interaction process are introduced. Subsequently, the procedure referred to as inverse reliability
methods (IFORM) is applied for identification of the environmental contour. Different forms (i.e.,
dimensions) of environmental contours are generated to reflect the characteristics of the interaction
process. Furthermore, the effect of an increasing correlation between the basic parameters is stud-
ied. In addition, the increase of the design parameter values for increasing encounter frequencies
is illustrated.

Keywords: design contours; ice ridge; iceberg; Polar ships; environmental conditions

1. Introduction

The recent decades have seen an increasing interest and resulting demand for develop-
ment of Arctic ships and offshore structures. These are used for exploration and extraction
of natural resources, and for navigation throughout the Arctic and Antarctic corridors [1,2].
A number of different ice features will generally be of concern in these areas, such as ice
ridges and icebergs. These features are assumed to represent a major hazard to the integrity
of ship hulls and may accordingly govern the design loads [3].

Design of ships for Polar regions is mainly based on rules and regulations, such as
the International Maritime Organization (IMO) Polar code, the Finnish–Swedish Ice Class
Rules (FSICR), the International Association of Classification Societies (IACS) Polar Class
rules, etc. These codes and rules are primarily based on experience and deterministic
solutions, and they are attractive in connection with practical design due to their simplic-
ity [4]. However, ship-ice loads are random by nature [5,6]. This randomness is due to
the inherent variability of ice conditions (such as the physical ice characteristics including
the mechanical properties) and also by the great span of ship-ice interaction processes [7].
Accordingly, probabilistic methods are required in order to account for the inherent ran-
domness of the ship-ice loads. Hence, reliability-based design methods based on proper
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representation of the statistical variation of ice loads could serve to supplement current
rule-based design methods.

Regarding structural design principles, criteria corresponding to the Ultimate Limit
State (ULS) are intended to ensure that no extensive structural damage is likely to take
place during the intended lifetime of the structure. For Polar ships, criteria associated
with the ULS condition imply that the ship should have the capacity to resist the ice load
actions corresponding to a specific return period (or a specific exceedance probability)
without critical damage taking place. This applies both to the local and the global load
effects within the vessels [8]. In general, it is assumed that the most accurate approach for
estimation of the extreme ice loads is to perform a full long-term response analysis. As part
of this analysis, each individual ice condition is weighted by the associated probability of
occurrence. However, this type of analysis is usually time-consuming since high-fidelity
numerical response analyses are usually involved [9].

Regarding the Accidental Limit State, a range of different design scenarios also need
to be analyzed. Since highly nonlinear structural response behavior is generally involved,
the associated computational efforts easily become tremendous. Particularly for the case of
so-called shared energy design, complex dynamic interaction processes involving both the
ice mass and the floating structure must be modeled in a proper way. This requires careful
building of computational models and numerical algorithms [10].

In order to make ULS and ALS design procedures more efficient, the environmental
contour method offers an effective alternative to the full long-term analysis. The contour
will then represent a set of environmental conditions (presently corresponding to ice ridge
and iceberg characteristics) for a given vessel lifetime [11]. The extreme response which
corresponds to the ice loads for this specified “return period” can subsequently be calcu-
lated by identifying the critical ice conditions along the generated environmental contour.
The advantage of this approach lies in the fact that the environmental characteristics are
uncoupled from the structural response during the first step of the analysis [12]. Numerical
simulations (in some cases supplemented by experiments) are then only required for a very
limited number of conditions that are located on the contour in order to identify the most
critical structural response level.

The environmental contour is generally identified by application of the IFORM (in-
verse first order reliability method). The calculations are based on the joint probability
distribution associated with the relevant environmental parameters [13]. The concept of
environmental contours has been widely used in the field of offshore engineering, e.g., in
connection with hydrodynamic loading [11]. Typically, the joint statistics of wave height
and peak period are described by a conditional modeling approach. For a given return
period, a circle with the desired radius is created in a normalized Gaussian space, and
based on an inverse mapping (IFORM) involving, e.g., the Rosenblatt transformation, the
circle is mapped into the corresponding environmental contour as a continuous functional
relationship between the relevant physical parameters. In addition to the environmental
contours based on IFORM, alternative similar approaches are also available [14,15].

In this work, application of environmental contours is considered in relation to ice
ridge and iceberg characteristics. Estimation of the extreme response due to the associated
ice loads is also addressed. As a first step, key parameters associated with ice ridges and
icebergs for estimation of the resulting ship-ice loads are identified by consideration of
the ship–ice interaction process. Statistical models are introduced in order to characterize
the variability of these parameters. By application of the inverse cumulative distribution
functions of these key parameters, environmental design contours for a given return period
are established.

The main objective of the present paper is to extend the methodology associated with
recent application of environmental contour line methods such that they can also manage
to include accidental load conditions. It is aimed at establishing a unified basis for how
this can be accomplished.

6
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In order to achieve this, relevant structural design and acceptance criteria must also
be revisited since these will be different for accidental conditions as compared to ice loads
with a more “regular” rate of occurrence (i.e., shorter return periods). Accidental scenarios
can be widely different, and relevant design criteria are accordingly not well-established.
Recent design codes also tend to move towards a more goal-based approach rather than the
prescriptive rules of today, which implies less specific and detailed design requirements.

It is believed that the contour design approach will lead to increasingly efficient
identification of critical design conditions. This in turn also implies great savings in terms
of number of complex and time-consuming nonlinear numerical response-analyses that
will be required.

2. The Ultimate and the Accidental Limit States

As discussed above, the “permissible” structural damage is very different for the
Ultimate versus the Accidental Limit State. This is thoroughly discussed, e.g., in [4,7,10]. A
further illustration is provided by Figure 1, where relative ULS deformations are exempli-
fied to the left and ALS deformations to the right. It is seen that the deformation of the ice
is strongly influenced by the structural strength and the corresponding structural behavior.

Figure 1. ULS, shared design, and ALS. The vertical axis shows energy absorbed by structure divided
by energy absorbed by ice feature (energy ratio).

The relative uptake of energy by the ice feature versus the structure is shown in the
lower part of the figure—for the ULS design the impact energy is mainly absorbed by the
ice feature, while for the ALS design the structure typically absorbs most of the total kinetic
energy. This total kinetic energy for the ship–ice system just prior to the impact event can
be expressed as follows [10,16]:

ES =
1
2
(ms + as)v

2
s

(

1 − vi
vs

)2

1 +
(

ms+as
mi+ai

) (1)

where ms and as are the dry mass and the added mass of the ship (e.g., [17]), respectively;
mi and ai denote the corresponding quantities for the ice feature; vs is the corresponding
speed of the ship, and vi that of the ice feature.

The energy balance (by disregard remaining energy in the system after impact, e.g.,
due to the ship or the ice feature having nonzero velocities) is then expressed as the kinetic
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energy before the impact being equal to the sum of the energy absorbed by the structure
and that absorbed by the ice feature:

Es = Es,ice + Es,structure (2)

where the first term represents the energy absorbed by the ice feature and the second term
corresponds to the energy that is absorbed by the structure.

The absorbed energies correspond to the areas under the respective force–displacement
curves. The energy uptake by the structure versus the ice feature is further illustrated
in Figure 2 [18] where the results correspond to a shared energy scenario. In Figure 2a,
the amount of energy absorbed in the case of an ice floe impact is shown with the ice
contribution to the left and the structural contribution to the right (shaded areas). In
Figure 2b, load–displacement curves corresponding to increasing mass of the ice feature
are shown where the blue curve corresponds to the smallest mass (288 tons) and the violet
curve corresponds to the largest mass (1500 tons). It is seen that the maximum deformation
increases for both the structure and for the ice feature as the impacting mass increases. This
implies a corresponding increase of the sum of the absorbed energies that are required in
order to balance the initial kinetic energy. In addition to initial kinetic energy, it is found
that the local shape of the ice feature for the part where the impact occurs also has a strong
influence on the resulting contact force and relative amount of energy absorption.

Figure 2. Energy absorption and examples of force–displacement curves: (a) impact by ice floe and
(b) comparison of load–displacement curves and energy absorption for different impact scenarios
(blue curves: ice mass is 288 tons; red curves: ice mass is 500 tons; magenta curves: ice mass is
1000 tons; violet curves: ice mass is 1500 tons).

8
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3. Environmental Contour Method

The main idea behind design contours is to identify the most relevant environmental
conditions corresponding to a specific return period (or equivalently specified in terms of a
probability of exceedance). Subsequently, response analyses are performed for a subset of
these conditions. This saves computation time as compared to a more systematic and more
accurate long-term response analysis for which the whole range of possible environmental
conditions must be considered.

In order to perform such a full long-term analysis, the following two-step procedure
is relevant:

I. The ULS or ALS criterion is first expressed on the following form:

G(yc, S) = yc − Y(S) (3)

Here, G(·) designates the mechanical failure function; the n-dimensional vector S = (S1, S2,
. . . , Sn)T denotes the basic design variables for which the joint probability density function
(PDF) is assumed to be known, which is denoted by fS(s). Y(S) is the internal load effect
in the structure. The quantity yc is the corresponding design capacity (which can be a
function of several deterministic parameters and/or additional random variables related
to the structural properties). Typically, the load effect and structural capacity is formulated
in terms of stresses, forces, and bending moments.

As an example in relation to the ULS, yc may, e.g., correspond to the design value of
the yield stress of the steel for the ship hull and Y(S) will then represent the maximum
stress load effect in the hull (as a function of the values of the basic design variables).
However, since this corresponds to a very strict design criterion, it is more relevant instead
to take yc to designate a maximum permissible plastic strain limit (which for a particular
hull member can be translated into a maximum plastic deformation limit). The quantity
Y(S) then designates the maximum strain load effect in the hull. Similarly for the ALS,
yc may refer to a critical plastic strain limit which generally is higher than for the ULS.
Depending on the accidental scenario, it could even correspond to the fracture strain of the
hull material or a certain maximum allowable fracture damage.

However, in the following, a formulation is also provided where both the load effect
and capacity are defined in terms of energy levels, i.e., by applying the absorbed impact
energy as the load effect and the critical impact energy (corresponding to a given failure
mode) as the capacity. This is in accordance with the impact analysis approach outlined in
the previous section.

II. The failure probability pf of the structure corresponding to a given time in opera-
tion can next be calculated as:

p f (yc) =
∫

G(yc ,S)≤0
fS(s)ds (4)

Basically, this integral expresses the probability content that corresponds to the “vol-
ume” of the failure domain in the space which is spanned by the relevant random variables.
The boundary of the failure domain is defined as the surface that is obtained by setting the
mechanical limit state function in Equation (3) equal to zero.

The integral in Equation (4) can be only be expressed in closed form for cases where
the joint PDF and the limit state function G(yc, S) are given. However, this is quite rare in
practice since the load effect Y(S) for a given value of the environmental parameter vector
S usually needs to be obtained by means of numerical simulation and/or by experiments.

Evaluated of the integral can also be made by application of the Monte Carlo simula-
tion technique (MCS) or by other reliability methods such as the first order or second order
reliability methods (FORM/SORM) [19]. These approaches are based on the joint PDF
and the failure surface G(yc, S), which are combined in order to establish a transformation
into a normalized space of independent, standard Gaussian variables (which is frequently
referred to as the U-space). In the FORM approach, the failure surface in normalized
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space is represented by the tangent plane at the so-called design point. The corresponding
probability of failure is approximated as:

p f (yc) ≈ Φ(−β) (5)

where Φ represents the standard normal cumulative distribution function (CDF); β denotes
the reliability index, and this also corresponds to the distance between the design point to
the origin in normalized space.

It is emphasized that the relationship between the failure probability and the standard
cumulative Gaussian distribution function is due to the transformation into normalized and
independent variables. Furthermore, this is a first order approximation based on lineariza-
tion of the mechanical limit state function. Second order corrections to this approximation
can be obtained, e.g., by the so-called SORM approximation. Generally, various types of
Monte Carlo simulation techniques are also applied as a supplement to (or sometimes
instead of) the approximation in Equation (5).

However, determination of the design load effect, yN, which corresponds to the
capacity that is required in order to withstand the loads associated with an N-year return
period generally requires iterative reliability calculations for different values of yc.

Accordingly, it is highly relevant to simplify Step II of the long-term analysis procedure,
which is precisely the objective of environmental contour methods. The design contour
for the N-year return period is frequently established by means of the inverse FORM (i.e.,
IFORM) approach [13,20]. The probability of failure, pf(yN) is then first specified in order to
generate the environmental contour that corresponds to that probability. An n-dimensional
sphere with the radius βF, which is obtained by means of the specified failure probability
as expressed by Equation (6), is then first created in the normalized Gaussian space:

βF = Φ
−1(1 − p f (yN)) (6)

This sphere is subsequently transformed into the physical parameter space to yield the
design contour. The mapping can, e.g., be based on the inverse Rosenblatt transformation
for cases where the joint density function of the variables is formulated by means of the
conditional modelling approach [21] or by the Nataf transformation if the marginal PDFs
of variables and the correlation coefficients between these variables are given [12]. The
environmental contour obtained by the IFORM is accordingly the collection of physical
environmental parameters that correspond to the normalized values, which are located on
the sphere with radius βF in the U space.

It is found that the main benefit of the design contour method is due to the description
of the environmental parameters being uncoupled from computation of the structural
response. Due to its high efficiency and satisfactory accuracy, the environmental contour
method has, e.g., been widely applied for assessment of ULS criteria, and in particular
during preliminary design phases. The most critical response corresponding to the environ-
mental conditions defined by the environmental contour can then be applied for estimation
of the extreme response for the specified return period. If the response process for a given
ice condition is stochastic, the extreme response can be taken to be an upper fractile of the
corresponding short-term extreme response distribution. This is similar to the approach
applied in the case of wave-induced response [11].

4. First-Year Ice Ridges

4.1. Properties of Sea Ice Ridges

Sea ice that has survived one or more summers is referred to as old ice or multiyear ice.
Typically, the relevant mechanical properties are then stronger than those corresponding to
first-year sea ice [22]. It is pointed out in [23] that old ice could be encountered by Arctic
ships and accordingly poses a threat to the ships. However, in the present study, only first-
year sea ice ridges are considered. For one thing, the physical and mechanical properties
of the first-year ice have been studied rather extensively, while very limited information
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is available with respect to old ice. The mechanical properties are assumed to be close to
those of the surrounding level ice. Furthermore, most of the old ice is found at very high
latitudes and the ice conditions, e.g., for the typical NSR are mostly first-year. Ice ridges
are regarded as one of the major hazards that need to be considered for Arctic shipping
routes. Ice ridge is a line or wall of broken ice components that are forced upwards due to
shear or pressure. At an early stage, the ice ridges are formed as broken ice rubble. These
blocks may subsequently to some extent become consolidated at the refreezing stage. As
illustrated in Figure 2, there are generally three distinct parts in a first-year ridge [3]: the
above-water sail part, the consolidated layer, and the ice rubble. The sail part has pores
filled with air and snow. The consolidated layer forms the upper part of the ridge keel and
is a continuous layer of ice. The ice blocks found in the lower part of the keel are loose
and only partially refrozen. Due to the buoyancy forces, these rubble blocks are packed
together with water being trapped between the blocks. Figure 3 gives an illustration of
some of the key parameters that can characterize the geometry of a first-year ridge.

Figure 3. First-year ice ridge with the key parameters: sail width ws, sail draft hs, consolidated layer
thickness hcl, level ice thickness hl, keel width wk, and keel draft hk [24].

4.2. Ship–Ridge Interaction

A number of studies related to the interaction between ships and level ice, and ships
and ice floes have been performed, e.g., [25–28]. However, there are few studies related
to ship–ridge interaction, which is most likely due the complexity of such interaction
processes. There are basically three different methods for prediction of structural loads
caused by ridges, i.e., analytical (or semi-analytical) methods, numerical simulation models,
and experimental tests. For the analytical and semi-analytical methods, the ship and ice
interaction model is much simplified and well-suited for fast calculations. As an example,
the loads caused by the sail can be neglected because its size is small compared to that
of the keel [3]. Ice forces acting on ship-shaped structures can be divided into main load
components–those caused by the consolidated layer part versus ones caused by the rubble
blocks. Generally, the consolidated layer is 2.0–2.5 times thicker than the surrounding level
ice. Furthermore, the mechanical properties of the consolidated layer are assumed to be
close to those of the surrounding level ice. Therefore, the consolidated layer part can be
considered as a thick level ice and the corresponding load components acting on fixed
structures can be estimated by application of relevant formulas recommended in ISO 19906.
For the load component caused by the rubble blocks, another empirical formula based on a
passive mode of failure is also found in the same document.

In numerical simulation models, the consolidated layer and the rubble are in many
cases modeled respectively as a thick level ice and a granular material. A number of
numerical studies have been performed to study the interaction between a ship and level
ice. An example is the three degree-of-freedom (3DOF) rigid model developed in [27].
This model has later been extended to comprise six degrees-of-freedom (6DOF) by Tan
et al. [28]. Other studies are, e.g., those based on the finite element method (FEM), the
graphics processing unit (GPU) computation basis [2,29], and the cohesive element method
(CEM) [30]. In order to study the interaction between ice rubble and ships, numerical
methods such as the DEM [31,32] and the FEM [33] have been applied. However, due to
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the complexity of the ice ridge and ship interaction process, little work has been carried out
in relation to numerical simulation of the entire process where the simultaneous loading
caused by both of the two different keel components have been accounted for.

Improved understanding of ridge breaking processes can be achieved by means of
scaled model tests and field tests, but only results from a limited number of such studies
are available. Model tests related to interaction between ships and ice ridges were, e.g.,
performed in the Hamburg Ship Model Basin (HSVA) [34]. The ridge sail as well as the
keel (including both a consolidated layer and ice rubble) were represented. A ship can
break through a ridge either in a continuous manner or by means of ramming. The type
of interaction depends on the ridge breaking energy, and the propulsive and the kinetic
energy of the ship. Model tests that were carried out at HSVA for a moored floater having
a sloping surface have confirmed that ridge ice loads are significantly higher than the loads
due to the adjacent level ice [35]. Field experiments related to ship hulls interacting with
first-year ridges have also been reported, e.g., [36–38].

Based on the abovementioned studies of first-year ice ridges interacting with ships and
sloping structures, the ship and ridge interaction process is illustrated in Figure 4. During
early design stages, loading due to the ridge sail part can be neglected. Furthermore, ice
loads due to the underwater keel can be divided into two parts: the component caused
by the consolidated layer and the component due to the unconsolidated ice rubbles. Ice
loads from the consolidated layer part are assumed to correspond to that due to thick level
ice. The ship and level ice interaction process is generally initiated by a localized crushing
of the ice edge. Subsequently, the contact area and the crushing force will increase when
the ship penetrates the ice feature. The ice sheet eventually deforms out of its plane, and
the resulting bending stresses induce a flexural failure at a certain distance away from the
region where crushing occurs [5]. The rubble can be broken by means of the kinetic and
propulsive ship hull energy, and by the broken parts of the consolidated layer. The local
water current may also serve to clear the rubble and the broken ice pieces from the keel.

Figure 4. Illustration of a ship and ice ridge interaction process.

4.3. Statistical Models for Key Parameters Associated with Ice Ridges

The description of the ship–ridge interaction process given above gives reason to
select four variables for characterization of ice ridges, and these also form the basis for
establishment of environmental design contours. These four variables are the thickness of
the consolidated layer, its crushing strength, its flexural strength, and the draft of the keel.
Statistical models are introduced for each of these variables.

The thickness of the consolidated layer depends on geographical area, its environmen-
tal conditions, and the time of the season. Here, the consolidated layer thickness of ridges
located in the Barents Sea is considered. The data sets for the thickness of the consolidated
layer were collected from field measurements that were carried out from 2002 to 2011 [24].
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Based on a statistical analysis, the Gamma distribution is found to provide a satisfactory
description of the experimental data. The Gamma probability density function is given by:

f (hcl) =
1

Γ(k)θk
hk−1

cl exp(− hcl

θ
) (7)

where Γ(·) represents the gamma function, and θ and k are the scale and the shape pa-
rameters, respectively. The resulting values of the two parameters are found to be 2.97
(shape) and 0.54 (scale) based on application of the moment estimators. Fitting of a Gamma
distribution to the data is illustrated in Figure 5 [39].

–

𝑓(ℎ𝑐𝑙) = 1
Γ(𝑘)𝜃𝑘 ℎ𝑐𝑙𝑘−1 𝑒𝑥𝑝( − ℎ𝑐𝑙𝜃 )
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Figure 5. Density function for the thickness of the consolidated layer hcl fitted to the measurements.

The distribution of the consolidated layer thickness will be different for different Polar
regions, and also associated with large uncertainties. The data measured in the Barents
Sea were obtained based on mechanical or thermal drilling, and these provide at least a
certain amount of information. For other Polar regions, where only limited or lacking data
coverage exists, utilization of data related to the thickness of the surrounding level ice
can possibly provide an estimate of the distribution of the consolidated layer thickness by
application of a representative “enhancement factor”.

Because there are very limited experimental data for the mechanical properties of
the consolidated layer, these values are assumed to be close to those of the surrounding
level ice due to limited experimental data for the consolidated layer of ice ridges. For
the flexural strength of first-year sea ice, a large number of measurements have been
performed in different Arctic regions [22]. This strength parameter depends basically on
the ice temperature, salinity, and inherent brine volume. The data of flexural strength
in the present study are based on those provided by Timco [40]. These comprise in situ
experimental data obtained from different Arctic regions, such as Baffin Island, Greenland,
and the Gulf of Bothnia, and the Canadian and Alaskan Beaufort Sea. The two-parameter
Weibull distribution can typically be applied to describe probabilistic distribution of the
flexural strength σf, which is expressed as:

f
(

σf

)

=
β

α

(

σf

α

)β−1
exp

(

−
(

σf

α

)β
)

(8)

where the scale parameter α and the shape parameter β are determined as 0.582 and 2.090,
respectively, by means of regression estimators as implemented in a probability paper. A
fitted Weibull density function (PDF) for the flexural strength of first-year sea ice in the
Arctic is shown in Figure 6 [39].
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plication of a representative “enhancement factor”.
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Figure 6. Density function for the flexural strength for first-year level ice σf, fitted to measurements.

The level ice crushing strength depends on various parameters such as loading di-
rection, porosity, salinity, temperature, failure mechanism, etc. For ship–ridge interaction,
samples that are loaded in the horizontal direction should be considered. However, only
limited data are published for such samples in relation to Arctic regions. An exception is the
data from experiments in the Svalbard region and the Barents Sea. Based on experiments
for the winter seasons during 2005–2012 [41,42], data from 363 horizontally loaded samples
were collected. Based on a statistical analysis, it is found that the lognormal distribution,
given by Equation (9), can provide a satisfactory description of the measurements.

f (σc) =
1√

2πσ · σc

exp(− (lnσc − µ)2

2σ2 ) (9)

Here, σc represents the crushing strength of the ice feature, while µ = 0.644 and
σ = 0.550 are, respectively, the mean value and the standard deviation (of the logarith-
mic values).

The fitted lognormal density function and histograms of the measured data are shown
in Figure 7 [39]. It should be noted that the present probabilistic model for the crushing
strength is based on the measured samples from the Barents Sea and Svalbard regions.
This model can also be applied for representation of the distribution of crushing strength
for first-year sea ice in other Arctic regions, but relevant data and experiments from other
regions are also required in order to enrich the current probabilistic model.

Figure 7. Fit of PDF for the first-year level ice crushing strength σc,, versus measured data.
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Ridge loads acting on ship hulls due to the rubble blocks depend on the keel draft, the
keel width, the keel porosity, and the mass of the keel part. Among these parameters, the
draft of the keel hk is the most prominent. This quantity depends on geographical location
and time of the season, similar to the consolidated layer thickness, e.g., Samardžija and
Høyland [43].

The magnitudes of the draft of the keel can be obtained by means of drilling or by
performing continuous scanning. Data for the keel draft of first-year ridges in Arctic regions
such as the Barents Sea, the Greenland area, and the Beaufort Sea, which are subjected
to statistical analysis, form the basis for the present study. These data sets are published
in [5], and they are mainly collected by mechanical and thermal drilling. It is observed
that the exponential model with a PDF expressed as follows can give an adequate fit to the
measurements [44]:

f (hk) = λexp(−λ(hk − c)) (10)

Here, hk denotes the draft of the keel and λ is the parameter of the exponential model. The
constant c can be regarded as a lower threshold (i.e., a “cut-off value”) for the keel draft.

When the data are obtained from a collection of different Polar regions, however, the
three-parameter Weibull model given by Equation (11) is found to provide a better fit to
the collective data sets than what can be achieved by means of the exponential distribution:

f (hk) =
β

α

(

hk − c

α

)β−1
exp

(

−
(

hk − c

α

)β
)

(11)

Here, the scale parameter is estimated as α = 9.464, the shape parameter β is estimated as
1.697, and the location parameter is estimated as c = 0.450, based on application of the least
square method.

Note that seasonal variations of the parameters that are applied for characterization of
ice ridges have presently not been considered. Recent studies of such effects can be found,
e.g., in [43,45,46].

5. Environmental Design Contours for Ice Ridges

The key ice ridge parameters and the associated probabilistic models pertaining to
these parameters are described above. Based on these probabilistic models and the IFORM
approach, various categories of environmental contours can be developed. This comprises
two-dimensional contour lines, three-dimensional contour surfaces, and four-dimensional
manifolds. These can subsequently be employed within the context of deterministic or
reliability-based design of ships in Polar waters. Different types of such environmental
contours are discussed in this section.

5.1. Two-Dimensional Contours

Among the three forms of environmental contours mentioned above, the environ-
mental contour lines based on only two environmental parameters represent the simplest
form. The ship–ridge interaction process can then be represented in a simplified manner as
a sloping structure exposed to an incoming ice sheet. Ship-ice loads can accordingly be
estimated by applying the empirical formula given in [3], which is used to calculate the
static ice loads. This formula only requires the flexural strength and the consolidated layer
thickness of the ice feature as input quantities. This simple model is clearly not completely
satisfactory for representation of the ship–ice ridge interaction process, since both dynamic
effects as well as ridge keel actions are not taken into account.

Still, such a model can be applied as a basis for illustration of the main steps associated
with application of the design contours for estimation of the extreme ice ridge loads.
Moreover, the effect of increasing correlation between the basic design parameters and an
increasing number of encountered ice ridges corresponding to a given return period in
relation to the resulting environmental contours can readily be investigated, which is due
to the simplicity of the two-dimensional design contours.
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The specific location that is considered determines the probability distribution of the
consolidated layer thickness. Presently, only experimental data that are collected for hcl

in the Barents Sea are available. Accordingly, it is assumed that the relevant Arctic ship
mainly operates in the Barents Sea, and, furthermore, that it travels a distance of 5000 km
per year in areas with ice ridges. The density of ice ridges is taken to be 2/km along the
route [47]. The intended lifetime is assumed to be 50 years. Presently, ice conditions along
the route are assumed to be constant during this period.

The annual number of ice ridges encountered by the ship is assumed to be a fixed
value, which is given as N1year = r·5000 km·2/km, where r is the encounter frequency that
depends on the capability of the navigation equipment on board and the experience of the
crew. The number of ridges experienced by the ship hull during the service life, N50years, is
then obtained:

N50years = 50 · N1year = 50 · r · 5000 · 2 (12)

The radius of the circle in the normalized space, βF, which corresponds to this return
period is determined by:

βF = Φ
−1

(

1 − p f (yN)
)

= Φ
−1

(

1 − 1
N50years

)

(13)

A circle corresponding to r = 0.5 (which gives N50years = 250,000) is plotted in Figure 8a,
where u1 and u2 are independent normalized Gaussian variables given by u1 = βF·sin(η)
and u2 = βF·cos(η), where the angle η ranges between 0 and 2π.

Figure 8. The circle in normalized space with radius βF (a) and the resulting design contour line in
the physical domain (b) for a case with N50years = 250,000.

Presently, only the marginal PDFs of the key parameters are available, while the
correlation coefficients between the two parameters are not known. The variables s1
and s2 are introduced, which correspond to the consolidated layer thickness and the ice
crushing strength, respectively. The resulting design contour in physical parameter space
is then established based on the circle in normalized space by application of the Nataf
transformation, which is expressed as follows:

s1 = F−1
S1

(Φ(u1))s2 = F−1
S2

(

Φ

(

u2

√

1 − ρ′212 + ρ′12Φ
−1(FS1(s1)

)

))

(14)

Here, ρ12 denotes the correlation coefficient between the crushing strength and the thickness
of the consolidated layer. This coefficient is related to ρ′12, which denotes the associated
(equivalent) coefficient of correlation that is applied by the Nataf transformation. The two
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correlation coefficients are connected by a semiempirical equation of the following type.
The structural response corresponds to

ρ′12 = ζ · ρ12 (15)

where relevant expressions for the function ζ can be found in [48].
The contour line for a 50-year return period is presented in Figure 8b for the case that

the correlation coefficient ρ12 is 0.5. In order to illustrate the result of the transformation into
physical space, four points that are located on the circle in normalized space are selected.
These are denoted by A, B, C, and D in the figure. The four points are then mapped into
the corresponding points in the physical parameter space. These are designated by A′, B′,
C′, and D′. Having generated the contour line corresponding to a 50-year return period,
the associated extreme load level, yN, can be estimated based on the following principle:

yN ≈ maximum load around the (s1, s2) contour (16)

Accordingly, the extreme response/loads can be simplified by searching along the
contour for the most critical environmental condition. The values of correlation coefficient
ρ12 and the encounter frequency r are selected somewhat arbitrarily due to the limitation
of reference data. The influence of these two variables on the subsequent contour lines can
be studied. For a given value of r, the effect of increasing the correlation coefficient ρ12 on
the environmental contour is first shown in Figure 9.

Figure 9. Effect on the shape of the contour lines caused by increasing correlation between the
flexural strength and the consolidated layer thickness (for a specific value of the return period, which
is N = 50 years for the present case).

From this figure, it is seen that the shapes of the environmental contour lines are
strongly influenced by the value of the correlation coefficient. There are no changes of the
maximum values for the flexural strength and the consolidated layer thickness along the
different contour lines for varying values of ρ12. However, the critical region where the
simultaneous values of the consolidated layer thickness and the flexural strength are high
is seen to become increasingly narrow for increasing values of the correlation coefficient.
This narrowing implies that high values of consolidated layer thickness have a stronger
tendency to be associated with high values of flexural strength, and this generally implies
more serious ice loads. Increasing values of the correlation coefficient will accordingly
generally imply an increase of the maximum loads caused by the ice conditions along the
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contour line (which also implies an increase of the extreme hull response associated with a
given return period).

The influence of encounter frequency r on the environmental contour is next studied
for the case that the correlation coefficient has a specific value of 0.50. The contour lines
corresponding to varying r values then have similar shapes since they are based on the
same coefficient of correlation. Increased value of r implies that a higher number of load
events are experienced by the ship hull for the same return period. The corresponding
contour lines then expand accordingly. The maximum value along the thickness axis
changes from 9 m to almost 10 m when r changes from 0.2 to 0.75. For the flexural strength,
the maxim value changes from 1.8 MPa to almost 2 MPa. Clearly, this gives increasingly
higher ridge loads as the encounter frequency increases.

For stationary structures (e.g., floating production systems, FPSOs), the ridge en-
counter frequencies depend upon the arrival rate at the site where the structure is located.
Accordingly, it cannot be influenced or controlled unless, e.g., disconnect systems or pro-
tective barriers are applied. An intermediate situation becomes relevant for floating units
that are intended for temporary but extended operations, such as exploration, drilling,
and installation vessels. An example of computed deformations and stresses caused by
the impact of an ice ridge on the upward sloping hull of a mobile drilling unit (MODU)
is shown in Figure 10 [49]. The structural response corresponds to permanent plastic
deformations without any fracture taking place, and accordingly this would correspond to
a mechanical limit state of the ULS/ALS category.

Figure 10. Example of computed deformations and von Mises stress levels caused by the impact of
an ice ridge on the upward sloping hull of a mobile drilling unit (MODU).

5.2. Three-Dimensional Contour Surfaces

In order to obtain more general types of ice-loads than those restricted to the two-
parameter model proposed in Section 5.1, models with three parameters for characterization
of the ice ridge properties can also readily be accommodated within the present approach.
Two specific examples of three-parameter combinations are (i) layer thickness/crushing
strength/flexural strength and (ii) layer thickness/keel draft/flexural strength. Both of
these cases are considered in [39]. Here, only the first alternative is addressed.

For this model, possible load contributions caused by the unconsolidated rubble are
excluded. The main ice loads caused by the ship and ridge interaction are now assumed
to be dominated by the consolidated layer part [14]. However, dynamic effects associated
with the ship–ice interaction process can be included as part of numerical simulations or
relevant empirical or theoretical load formulations. Accordingly, the consolidated layer
thickness, the flexural strength, and the crushing strength are included as the relevant
parameters. As compared to the contour based on two variables, the third component s3
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represents the ice ridge crushing strength. The corresponding variable u3 in the normalized
U space is also now expressed by means of the Nataf model based on introduction of two
additional equivalent correlation coefficients (i.e., ρ′13 and ρ′23):

s1 = F−1
S1

(Φ(u1))

s2 = F−1
S2

(

Φ

(

u2

√

1 − ρ′212 + ρ′12Φ
−1(FS1(s1)

)

))

s3 = F−1
S3

(Φ( u3
√

1−ρ′212

√

1 − ρ′212 − ρ′213 − ρ′223 + 2ρ′12ρ′13ρ′23

+ 1
1−ρ′212

((

ρ′13 − ρ′12ρ′23
)

Φ
−1(FS1(s1)

)

+
(

ρ′23 − ρ′12ρ′13
)

Φ
−1(FS2(s2)

))

(17)

where the quantities ρ′ij (i, j = 1, 2, 3; i 6= j) designate equivalent correlation coefficients that
are applied by the Nataf transformation.

As an example, a case is considered for which all the three correlation coefficients in the
joint statistical mode are equal to 0.5. The encounter frequency r is assumed to be 0.5 and
the parameters of the statistical models are set to be the same as those described above. As
an extension of the two-dimensional contours, a sphere with radius βF in three dimensions
is next established in the normalized space. A three-dimensional design contour in the
physical parameter space is subsequently obtained by means of a transformation based on
the Nataf model according to Equation (17). The resulting contour surface with three key
parameters, i.e., the consolidated layer thickness, the flexural strength, and the crushing
strength (corresponding to a return period of 50 years) is plotted in Figure 11 [39].

 

“response analysis” is performed

ρ
≠ 

Figure 11. The contour surface based on three parameters: thickness of consolidated layer, flexural
strength, and crushing strength, for a return period of 50 years.

To provide a detailed visualization of the contour surface, a suite of contour lines in
two dimensions, which are established by locking the value of one of the parameters (e.g.,
the consolidated layer thickness), could have also been constructed.

Having established the contour surface that corresponds to the three basic parameters
selected, a set of ice ridge conditions that correspond to specific joint values of these
parameters can be selected. These conditions correspond to specific points located on
the contour surface. For each of these points, a “response analysis” is performed, e.g.,
by means of numerical calculations, empirical expressions, analytical solutions, and/or
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experimental tests. The most critical ice ridge condition is then subsequently identified.
This yields an estimate of the highest ice ridge load and allows calculation of the associated
extreme 50-year hull response.

5.3. Environmental Contour for the Case with Four Parameters

Although the model just discussed with three basic ice ridge parameters is more
comprehensive than the model with only two parameters, it may still not be adequate
for some design purposes. As an example, the possible contribution to the ice loading
caused by the unconsolidated rubble blocks is not considered. Accordingly, an even more
refined four-parameter model, which also includes the keel draft as an additional random
variable, can be relevant. Based on such a statistical representation, both the dynamic
effects associated with the interaction between the consolidated layer and the ship hull,
and the load effects due to the rubble blocks can be taken into account.

It is relevant to assume that there is no correlation between the keel draft and the other
three key parameters. The other coefficients of correlation ρij (with i, j = 1, 2, 3; and i 6= j)
are hence set equal to 0.5 for the purpose of illustrating the resulting contour. The other
parameters, such as r and N50years, are kept the same as for the example calculations above.
For the purpose of visualizing the four-parameter contour (for a return period of 50 years),
a set of environmental contour surfaces which correspond to specific values of the keel
draft are displayed in Figure 12.

 

β

– –

Figure 12. Three-dimensional 50-year contours that represent level surfaces corresponding to different keel drafts hk.

For a specific keel draft, the equivalent value of u4 in normalized space is obtained by
applying the transformation given by Equation (17). Then, a sphere of radius βF (given in
Equation (13)) is established in the normalized space of three standard Gaussian variables
u1, u2, and u3. This three-dimensional sphere is subsequently transformed into the space of
physical parameters that results in the contour surfaces shown in Figure 12. The surfaces
that correspond to different values of hk are of a similar shape due to identical correlation
relationships with respect to the four basic parameters. It is also seen that for keel drafts
above the mean value (hk = 8.89 m), the volume that is bounded by the contour surface
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decreases for increasing values of the draft. Having established such a set of contour
surfaces associated with the return period of 50 years, the next task is for the designer to
find the ice ridge conditions that are located on the surface (for a given draft), which cause
the highest response levels in the ship hull. This requires consideration of a range of keel
drafts, which adds some effort for identifying the most critical ridge characteristics, as
compared to the case with only three parameters.

6. Design Contours for Growlers, Bergy Bits, and Icebergs

6.1. General

There are two mainly different populations of ice features of this type: (i) Growlers
and bergy bits with water lengths of the order of 0–5 m and 5–20 m, respectively. The
corresponding mass intervals are from 0 to 1000 tons for growlers and from 1000 tons
to 10,000 tons for bergy bits, according to Raghuvanshi and Ehlers (2015). (ii) Icebergs
classified are into small icebergs from 10,000 tons to 100,000 tons, medium icebergs from
100,000 tons to 1,000,000 tons (1 million tons), and large icebergs from 1,000,000 tons and
greater [50].

The probability distribution for the mass corresponding to each of the populations is
assumed to be of the exponential type. According to Fuglem et al. [51], the mass of both
populations can be related to the waterline length according to the following formula:

MIceberg = 0.3 Lw
3 (length in m and mass in tons) (18)

A somewhat more refined formula involving the dimensions along the three orthogo-
nal directions is given in [50].

6.2. Two-Dimensional Design Contours

The PDF for the water line length proposed in [51] is expressed as:

fLw(x) = 0.43
(

1
60

e−
x

60

)

+ 0.57
(

1
8

e−
x
8

)

(19)

This is due to the hypothesis that the number of icebergs with L greater than 20 m
should approximately be equal to the number of icebergs with waterline length between
5 and 20 m. In the following, this probability model is applied for the purpose of illustrating
the construction of two-dimensional environmental contours by also including the iceberg
drift velocity as a random variable.

Data of ice drift speed in the Pechora Sea were collected by Løset and Onshus [48]. They
found that a two-parameter Weibull distribution gave an adequate fit to the measurements:

FX(x) = 1 − exp{−(x/θ)γ} (20)

where the scale and shape parameters are obtained as θ = 0.213 and γ = 1.406, respectively.
The probability for a ship to experience an impact from an ice feature is assumed

to be higher for the smallest ice features (growlers and bergy bits) versus larger icebergs
(given that a geographical encounter with such an object has taken place). Denoting the
occurrence rates for the two main categories of ice features by ρ1 and ρ2 (per traveled
distance unit for the ship), and the corresponding conditional collision probabilities by
pcoll1 and pcoll2, the numbers of impacts during a period of Nyear are then obtained as follows
(with subscript 1 denoting smaller ice features and subscript 2 referring to larger features):

N1 = pcoll1 · Nyear · ρ1 · LN2 = pcoll2 · Nyear · ρ2 · L (21)

where L is the average distance traveled by the ship in Polar waters per year. The corre-
sponding probabilities of exceedance and reliability indices are then obtained as:
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Pf 1 =
1

N1
, βF1 = Φ

−1
(

1 − Pf 1

)

Pf 2 =
1

N1
, βF2 = Φ

−1
(

1 − Pf 2

)

(22)

By application of the cumulative distribution for the mass of the ice feature and the
cumulative distribution for the drift speed, the corresponding two-dimensional environ-
mental design contour can be obtained (by also assuming that mass and drift speed are
uncorrelated). It is reasonable to consider collision with the two main categories of ice
features as two distinctly different events, since the induced structural damage level typi-
cally is significantly different. Accordingly, the cumulative distribution function for the
mass is also split in two by application of the respective terms for the density function
in Equation (19).

As an example, a case where the number of impact events for the growler/bergy
bit category is N1 = 750 is considered, which implies that the corresponding exceedance
probability is 0.00135. This gives a circle with radius equal to three in the normalized
plane, and the resulting mass–velocity contour in the physical parameter plane is shown in
Figure 13.

Figure 13. Mass–velocity contour for growlers/bergy bits corresponding to N1 = 750.

By also including the ship speed as a deterministic parameter, a sequence of two-
dimensional contours of a similar type is obtained. These are shown as a 3D surface in
Figure 14a with the relative speed (ship speed plus drift speed) along the second horizontal
axis, and the drift speed along the vertical axis. The corresponding 2D projections are
illustrated in Figure 14b.

In order to identify the relevant design scenario in terms of ice feature mass and
relative velocity, the level curves corresponding to constant kinetic energy are required.
The corresponding tangent point between these level curves and the mass–velocity contours
then represent the most critical scenario along the environmental contour. This is illustrated
in Figure 15. It is seen that for increasing ship speeds, the tangent points are shifted towards
increasingly greater values for the mass of the ice feature.

Examples of numerically simulated structural damage for this category of ice features
are shown in Figure 16 [18]. In the left part, Figure 16a shows the damage level in terms
of permanent plastic deformations that would correspond to ULS/ALS-type of design
criteria. In the right part, Figure 16b illustrates a damage that resulted in fracture of the
steel plating, and this would correspond to an ALS-type of criterion.
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Figure 14. Sequence of 2D mass–velocity contours for increasing (deterministic) ship velocity. (a) 3D surface and
(b) 2D projections.
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Figure 15. Level curves of constant kinetic energy versus mass–velocity contours.

Figure 16. Examples of simulated damage caused by impacting ice floe/ridge. (a)ULS/ALS-type of
damage and (b) ALS-type of damage.

6.3. Inclusion of Additional Iceberg Collision Parameters

There are a number of additional parameters that influence the amount of energy
absorbed by the ship hull. Examples include local shape of the ice feature in the impact area,
collision angle, material properties of the ship hull, elevation, and longitudinal position of
impact location.

Some of these parameters can be characterized as belonging to the so-called “ex-
ternal impact mechanics”, while others correspond to the “internal impact mechanics”,
e.g., [10,52–54]. However, little information is available in relation to statistics for the
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parameters that characterize the ice impact scenarios themselves. Possibly, relevant in-
formation could be extracted from collision statistics related to ship–ship interactions,
e.g., [55].

It is found that the local shape of the ice feature in the impact area has strong in-
fluence on the amount of energy that is absorbed by the ship hull. Some examples of
numerical models that are applied in order to represent various types of ice features are
shown in Figure 17 [18]. It will be possible to include a “shape peakedness factor” as
part of an extended three-dimensional environmental ice contour. A uniform probabil-
ity model can initially be applied for such a parameter unless more specific information
becomes available.

Figure 17. Examples of numerical models of ice features of different geometries: (a) growler, (b) bergy
bit, and (c) iceberg.
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7. Conclusions

In this work, based on the interaction processes between ships and ice ridges/icebergs,
relevant parameters associated with these ice features for determining the loading on a
ship hull are addressed. Probabilistic models are applied in order to describe the available
data for key design parameters. The potential for application of environmental contours
for analysis and design of ships in Polar regions is illustrated. By application of the inverse
FORM method (IFORM), different categories of design contours are generated by reflecting
the number of parameters associated with the process of ship–ice interaction.

The effect of increasing the correlation between the environmental parameters and
the influence from the encounter frequency r on the resulting environmental contour are
both studied. It is important that more research should be directed toward collecting data
related to the degree of correlation among the physical/mechanical parameters of first-year
sea ice since this has a strong effect on the design contour and on the extreme ice loads to
which the ship hull is subjected.

The total number of ridge load events experienced by a Polar ship corresponding
to a given return period is important for the resulting design load. The number of such
events depends, e.g., on the frequency of encounter r, the annual travel distance, and the
impact probability along the sailing route. In addition, global climate change also has some
potential influence on the statistical characterization of the relevant parameters for the
ice features considered. Such effects could be captured by a modified formulation of the
proposed environmental contour method.

The data which form the basis for construction of the statistical models typically
depend on area. Additional data for characterization of the level ice and the consolidated
layer of ice ridges in other Polar areas are continuously being collected. Environmental
contours for characterization of input parameters that are relevant for load and response
calculations can accordingly be established also for these areas.

Furthermore, there is clearly a need for more explicit statistical information in relation
to many of the other parameters that define relevant impact scenarios. As increasingly
more empirical data become available, more accurate and refined design methods can
be achieved.

This should also be seen in the light of recent design codes that move toward a more
goal-based approach rather than the prescriptive rules of today [56–58]. This results in
less specific details and less rigid design requirements. Design against accidental loads
for ships in Polar regions must also take into account relevant ship operation criteria and
corresponding transit restrictions for ships in Polar waters [59,60].
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Abstract: This article presents a discrete event simulation-based approach for assessing the operating
performance of the Finnish–Swedish Winter Navigation System (FSWNS) under different operating
scenarios. Different operating scenarios are specified in terms of ice conditions, the volume of
maritime traffic, number of icebreakers (IBs), and regulations such as the Energy Efficiency Design
Index (EEDI). Considered performance indicators include transport capacity, number of instances of
icebreaker (IB) assistance, and IB waiting times. The approach is validated against real-world data on
maritime traffic in the Bothnian Bay. In terms of the number of ship arrivals per port, indicating the
transport capacity of the FSWNS, the simulation agrees well with the data. In terms of the number of
instances of IB assistance and IB waiting times per port, the standard deviations between the mean of
35 independent simulation runs and the data are 13% and 18%, respectively. A sensitivity analysis
indicates that the simulated number of instances of IB assistance and IB waiting times is particularly
sensitive to assumptions concerning the presence of brash ice channels. Case studies indicate that,
unless the number of IBs is increased, the EEDI regulations may result in a significant increase in both
the number of instances of IB assistance and the cumulated IB waiting times.

Keywords: winter navigation; arctic shipping; ice class ships; icebreakers; maritime transport systems;
energy efficiency design index (EEDI); discrete-event simulation

1. Introduction

The Baltic Sea is an important transit route connecting numerous countries and markets. In 2019,
the total volume of Finnish import and export transported over the Baltic Sea exceeded 100 million
tons, corresponding to around 80% of the total trade [1,2]. These numbers are expected to increase as
the long-term trend in the volume of Finnish seaborne trade is one of growth [3].

In winter, large parts of the Baltic Sea are typically ice-covered, but with significant interannual
variability with regards to the maximum ice extent [4]. This variability poses a challenge to shipping in
the region, as sea ice has a significant impact on the operations and transit times of ships. The aim of
the Finnish–Swedish Winter Navigation System (FSWNS) is to maintain safe and efficient year-round
navigation to and from Finnish and Swedish ports along the Baltic Sea [5]. To this end, the FSWNS
manages winter navigation-related challenges by the combined use of (a) ice class rules, (b) traffic
regulations, and (c) icebreaker (IB) assistance [6]. Specifically, to make sure that ships have enough
ice-going capability for safe and efficient operations, they must be built and operated following the
Finnish–Swedish Ice Class Rules (FSICR) [5]. These are enforced by port-specific traffic restrictions
set by Finnish and Swedish maritime authorities in terms of the minimum ice class and deadweight
needed to be eligible for IB assistance [5]. IB assistance is provided based on the available fleet of
Finnish and Swedish state-owned and operated IBs. As per [7,8], Finland has a fleet of eight major IBs
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(Polaris, Fennica, Nordica, Otso, Kontio, Voima, Sisu, and Urho), whereas Sweden has a fleet of five
major IBs (Ale, Atle, Frej, Oden, and Ymer).

Both in the short- and longer-term, the performance of the FSWNS is expected to be influenced by
the International Maritime Organization’s (IMO) Energy Efficiency Design Index (EEDI) regulations.
These regulations, which were adopted by the IMO in July 2011, aim to reduce the amount of greenhouse
gasses (GHGs) from ships by promoting the use of more energy-efficient solutions [9]. Anyhow, due to
the technical content of the regulations, they are expected to limit the installed propulsion power of
ships, which will reduce their ice-going capability and attainable speed in ice. This in turn could
increase the demand for IB assistance, resulting in more frequent and longer waiting times for IB
assistance, which is expected to increase the overall transport costs and time.

Towards assessing the influence of the EEDI, and to identify and assess possible mitigation
measures, this article presents an approach for assessing the operational performance of the FSWNS
under various operating condition scenarios. The approach builds on a discrete event simulation
(DES)-based approach presented by [10]. DES is a specific type of simulation in which the behavior of
a system is modelled as an ordered sequence of events, each of which takes place at a specific point
of time and results in a change in the state of the system [11]. As no change occurs between events,
DES enables fast simulations of extensive operating periods. Additionally, as individual events can
be modelled so that they are dependent on stochastic variables, DES is well suited to considering
uncertainties and stochastic factors. In addition, because DES makes it possible to model individual
ships as entities moving through a system in the manner of a queue, the technique is well suited to
capturing various interactions and self-reinforcing effects.

The approach presented by [10] can assess the performance of an Arctic maritime transport system
consisting of a homogenous fleet of ships operating between two ports. In this study, the approach
is extended to handle the significantly more complex operations of the FSWNS. Related research
questions include the following: Is it feasible to capture the complex behavior and to roughly estimate
the operating performance of the FSWNS using a DES-based approach? What behaviors of the FSWNS
are difficult to capture using DES? What are the future research needs?

Other approaches to simulate the FSWNS include [12], in which the transport system is simulated
using a brute-force optimization-based approach, providing a good agreement with real-world data.
A potential weakness of [12] is that its application appears to be laborious and time-consuming
due to its mathematical nature. Furthermore, as the approach [12] appears not to be based on ship
entities, it is unclear how it handles various interaction and self-reinforcing behaviors of the FSWNS
(e.g., if a ship arrives late at a port, it should also leave the port late), which might be significant in an
extreme scenario.

2. Background

2.1. Finnish–Swedish Ice Class Rules and IB Waiting Time

The aim of the Finnish–Swedish Ice Class Rules (FSICR) is to ensure that ships operating on the
northern Baltic Sea, to and from Finnish and Swedish ports, have sufficient ice-going capability to
maintain safe and efficient navigation year-round [13]. To this end, the rules, which have been developed
jointly by the Finnish and Swedish maritime authorities based on accumulated experience and research,
specify five ice classes: IA Super, IA, IB, IC, and II. Enforcement is through port-specific restrictions
determining the minimum ice class and deadweight needed to be eligible for IB assistance [13].

The demand for IB assistance in a region depends among others on the prevailing ice conditions,
the amount of maritime traffic, and the ice-going capability of the ships operating there. If the demand
for IB assistance exceeds the available icebreaking resources, the waiting time for IB assistance will
increase. To maintain smooth and efficient maritime traffic, the goal of the Finnish IB service is to
limit the average waiting time to four hours [14]. To this end, the FSICR determines ice class-specific
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performance requirements. These are determined as per [5] in terms of the minimum ice conditions in
which a ship must be able to maintain a speed of at least 5 knots.

2.2. Energy Efficiency Design Index (EEDI)

The EEDI regulations regulate a ship’s CO2 emissions by specifying its maximum allowed EEDI
value determined as a function of deadweight tonnage (DWT) or gross tonnage (GT), separately
for different types of ships (e.g., bulk carriers, tankers, gas carriers, roll-on/roll-off cargo ships) [15].
To stimulate continued innovation and technical development, the maximum allowed EEDI will be
tightened incrementally every five years [9].

In simplified terms, the EEDI value represents the amount of CO2 generated by a ship carrying
out a specific transport work [15]. Accordingly, the EEDI value can be expressed as per Equation (1)
based on engine power, specific fuel consumption (SFC), an assumed amount of CO2 per gram of fuel
(CF), DWT, and ship speed [16].

EEDI =
CO2 emissions
transport work

=
Engine power ∗CF

DWT ∗ speed
(1)

As per Equation (1), for a given type of engine and fuel, the EEDI regulations effectively limit
the maximum installed propulsion power. To make ice-class ships comparable with open water
ships, considering that they need extra propulsion power for operation in ice, the EEDI regulations
include correction factors [17]. These are determined for five different types of ships: tanker, bulk,
general cargo, container, gas carriers, and roll-on/roll-off ships [17]. Notwithstanding, the EEDI
regulations are expected to reduce the average propulsion power, and consequently also the average
ice-going capability of ice classed ships. This implies a reduction in both the maximum ice conditions
in which ships can operate independently and the speed of ships in ice. For a given operating scenario,
this will increase both the number of instances where a ship needs IB assistance and the duration of
each instance of IB assistance. As a result, the demand for IB assistance is expected to increase [18].
Additionally, considering the maritime industry’s overall efforts to optimize maritime operations,
the demand for IB assistance might also be driven by non-EEDI-related cost and energy consumption
reducing measures, further reducing the ice-going capability of ships.

3. Description of the Simulation Model

3.1. Programming Platform

The proposed simulation approach is implemented in MATLAB (ver. R2020a), using its discrete
event simulation tool SimEvents (based on SimuLink ver. 10.1/ R2020a). As per [19], SimEvents
provides a discrete-event simulation engine and component library for analyzing event-driven system
models and optimizing performance characteristics. A set of predefined blocks, including queues,
servers, switches, supports the modelling work.

3.2. Model Structure and Working Principle

As per Figure 1 presenting an example simulation model structure, the simulation model consists
of different types of blocks representing navigation legs (L), ports, crossings, borders between different
IB operating areas, and ship entry/exit gates. Ships are represented by entities, each of which has
a set of predetermined attributes specifying the technical characteristics (e.g., ice-going capability)
and voyage characteristics (destination ports, port-turnaround times) of the ship. IBs, on the other
hand, are represented by “resources”. Specifically, an individual IB is represented by an individual IB
resource that, when assisting a ship, is attached to the ship being assisted.
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Figure 1. Simulation model example. Entry/Exit A is used by ships arriving from or leaving towards
Kvarken, Entry/Exit B is used by ships arriving from or leaving towards Lulea (Sweden). Letter L
stands for (navigation) leg.
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Each ship entity enters the simulation model at a specific date and time (determined based on
maritime traffic data) through an entry gate with an assumed geographical location (e.g., Kvarken,
Bay of Bothnia). Once entered, a ship entity will progress towards its first port of destination, where it
will stay for a predetermined period corresponding to the total port turnaround time. Thereafter,
the ship entity will either continue towards another port within the simulation model or towards a
port located outside the simulation model. In the latter case, the ship entity will progress towards an
exit gate with an assumed geographical location and then leave the simulation model.

Navigation legs are here defined as the geographical distance between two waypoints. The time
it takes for a ship entity to complete a leg depends on the leg distance, the ice conditions, the operating
mode (independent or assisted operation), the ship’s estimated speed in the prevailing ice conditions
and operating mode, and the waiting time for IB assistance (in case the ship must call for IB assistance).
Specifically, navigation legs are modelled as per the schematic diagram in Figure 2 whose various
elements are described as follows:

• A—Date definition. When a ship entity (with or without IB assistance) arrives at a waypoint,
the present date is determined in terms of the number of days elapsed since the start of
the simulation.

• B—Ice conditions. The prevailing ice conditions are determined following a predefined table
defining the ice conditions by navigation leg and date. The prevailing ice thickness along the leg is
defined in terms of the average equivalent ice thickness (Heq_avg) (cm) and the maximum equivalent
ice thickness (Heq_max) (cm). Heq_avg is defined as the average thickness of all major ice features
(level ice, ice ridges, openings) over the whole leg. Heq_max, in turn, is defined as the average
thickness of the same ice features over the part of the leg with the most difficult ice conditions
(e.g., an area with severe ice ridging). In order to account for uncertainty and stochasticity, during
an individual simulation run the applied Heq_avg and Heq_max values are multiplied by randomly
determined coefficients representing their uncertainty. In addition, based on the location and
prevailing ice conditions, an assumption is made as to whether a brash ice channel is present.
Specifically, depending on the location of a leg and the prevailing ice conditions there, a brash ice
channel is assumed to be (a) present at all times, (b) present with a certain probability, or (c) never
present. If an ice channel is assumed present with a certain probability, whether an ice channel
is present at a specific date is determined based on a binary number (0 = no ice channel, 1 = ice
channel) drawn from an assumed distribution.

• C—Speed without IB assistance. The assumed independently achievable speed (knots) of a vessel
is determined both for Heq_avg and Heq_max based on ship and operation type-specific hv curves
that determine the speed of a ship as a function of the ice thickness. As per the example hv curves
presented in Figure 3, two different types of independent operation are considered:

◦ Independent operation in a brash ice channel (“Channel” as per Figure 3). Here, the ship is
operating in a pre-existing brash ice channel without IB assistance. Ice resistance is higher
than when operating with IB assistance because broken ice is distributed over the channel
area. Heq relates to the prevailing thickness of the unbroken ice in the area.

◦ Independent operation in level ice or through a large ice floe (“Level ice” as per Figure 3).

• D—Need for IB assistance. Whether a ship needs IB assistance (or continued assistance in case the
ship is already assisted by an IB) to complete the next upcoming leg is determined based on its
estimated independently achievable speed (knots) in the worst expected ice conditions (Heq_max)
along the leg (calculated in block C). If a ship is not assisted by an IB, the ship will stop and call
for IB assistance if its estimated independently achievable speed in Heq_max falls below a defined
threshold (e.g., 1.5 knots). Otherwise, the ship is considered able to continue independently. If a
ship is assisted by an IB from before, the assistance will continue until the ship’s independently
achievable speed in Heq_max exceeds another higher threshold value (e.g., 8 knots). This means
that an IB is assumed not to leave an assisted ship in ice conditions in which it can barely continue
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independently, but to assist a ship until it has reached open water or ice conditions in which it can
continue independently without difficulty.

• E—Junction 1. A ship entity’s choice of path at Junction 1 depends on whether the ship that it
represents is considered to be in need of IB assistance. If the represented ship is considered able to
continue independently, the ship entity continues to block F. In this case, if the ship is assisted by
an IB, the resource representing the assisting IB is released from the ship and becomes available to
assist other ships. On the other hand, if the represented ship is considered to require IB assistance,
the ship will proceed to block G.

• F—Leg time without IB assistance. In the case of independent operation, the time a ship needs
to complete a leg is calculated in hours based on the leg distance and the ship’s independently
achievable speed (determined in block C). The ship entity will remain in the block for a period
corresponding to the calculated leg time.

• G—Junction 2. A ship entity’s choice of path at junction 2 depends on whether the ship that it
represents is assisted by an IB. If the ship is assisted by an IB, the ship entity continues to block L.
Otherwise, it continues to block H.

• H—Convoy formation. Typically, IBs assist ships one by one. However, if multiple ships need
IB assistance over the same distance at the same time, a convoy operation can be carried out in
which an IB assists more than once ship at a time. Convoy operations are challenging as they,
among others, require a significant safety distance between the assisted ships [20]. This limits the
feasible convoy length as the hull ice resistance of assisted ships tends to increase as a function
of the distance to the escorting IB. In the present simulation model, an IB is assumed to assist a
maximum of two ships at a time. Specifically, a convoy is formed if a ship entity arrives at block
H while another ship entity is already waiting for IB assistance in block I. In that case, the arriving
ship entity proceeds to block K. If another ship entity is already waiting in block K, the ship
proceeds to block I.

• I—Acquisition of IB assistance. A ship entity arriving at block I will trigger a call for IB assistance
and wait until an IB resource becomes available. Once a ship entity has been assigned an IB it will
proceed to block J. In case multiple ships are waiting for assistance in block I, the ships will be
assisted in the order in which they arrived.

• J—IB transfer and maneuvering time. Although an IB is assumed to remain within its operating area
at all times, the exact position from which an IB starts to move towards a ship calling for assistance
is not known. Therefore, the related “transfer time” (hours) is determined probabilistically based
on an assumed distribution. Once an IB has reached a ship or convoy in need of assistance,
before the assistance may start, the IB must maneuver itself into an appropriate position ahead of
the ship(s) that are to be assisted. Additionally, in case the ship(s) are stuck in ice, the icebreaker
must first cut loose the ship(s) by breaking the surrounding ice. The corresponding maneuvering
time is determined probabilistically based on an assumed distribution. The ship entity will
remain in the block for a time corresponding to the sum of the determined IB transfer and
maneuvering times.

• K—Ship waiting to join a convoy. A ship entity waiting in block K will form a convoy with the
first IB-assisted ship entity exiting block J. The IB-assisted ship entity arriving from block J is
assumed to have priority access to the IB, meaning that it will be assisted by the IB until it has
reached its destination or is deemed able to continue independently (see description of block
D—“Need for IB assistance”). The ship entity joining the convoy from block K, on the other hand,
will be assisted over one leg only after which it needs to call for further IB assistance if needed.

• L—Speed with IB assistance. The speed (knots) of a ship assisted by an IB is determined as the
lower of the achievable speed of the assisted ship and the achievable speed of the assisting IB.
In other words, the speed is either limited by the assisted ship or by the IB. The achievable speed of
the assisted ship is determined based on ship model-specific hv curves for “Assistance at distance”,
examples of which are presented in Figure 3. The achievable speed of the IB is determined as per
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the description of block C—“Speed without IB assistance”. In the case of convoy operation, as a
simplification, the speed of each assisted ship is determined separately as described above.

• M—Leg time with IB assistance. The leg time (hours) for an IB-assisted ship or convoy is
determined based on the leg distance and the speed as determined in block L. The ship entity or
entities will remain in the block for a time corresponding to the calculated leg time.
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Figure 3. Examples of hv curves for different ship models. The hv curves determine the speed of a ship
as a function of the equivalent ice thickness (Heq).

The performance of the FSWNS depends on many stochastic factors. In the simulation, as explained
above, random variables are generated by drawing random numbers from variable-specific distributions.
It can be noted that using MATLAB, the generation of streams of random values is as default repeatable,
meaning that separate simulation runs result in identical streams of random values. This is well suited
to analyze the influence of variations in single parameter values or distributions. However, in order to
analyze how the system performs under different combinations of parameter values, independent sets
of random values must be generated.

A general challenge related to the modelling of stochastic factors of the FSWNS is the lack of
relevant data. In this study, four stochastic variables are considered: (a) the presence of brash ice
channels as determined in block B, (b) the time it takes for an IB to reach a ship in need of assistance as
determined in block J, (c) the duration of the IB maneuverings required before an IB assistance can
start, and (d) uncertainty in the assumed Heq_avg and Heq_max values. Examples of how these variables
can be specified are presented in Section 4.
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Using DES, the simulated period is divided into equal time steps. In this study, the length of the
applied time step is one hour. This means that a change in the state of the system is occurring every
hour. Another important time unit is the number of days since the start of the simulation, based on
which date is defined. The date is important as it, as explained above, defines the prevailing ice
conditions along a specific leg and whether a brash ice channel is present.

As per Figure 1, IBs are assumed to operate within a limited IB operating area. In the simulation,
this means that once an IB resource has assisted a ship entity to the border of its operating area, it will
leave the ship. If further assistance is needed, a ship entity will request an IB resource from within
the IB operating area that it is entering. Thus, in line with the available maritime traffic data, a ship
entity might be assisted by several different IB resources on its way towards its destination. In this
case, the total waiting time for IB assistance is the accumulated sum of the waiting times related to
each instance of IB assistance.

3.3. Generalizations and Assumptions

Resulting from the complexity of the FSWNS, as well as due to various identified knowledge
gaps and technical limitations of the applied simulation technique, the simulation model simplifies
and generalizes some of the characteristics and mechanisms of the FSWNS. Specifically, the following
generalizations and assumptions are noted:

• Concept of equivalent ice thickness. As applied in this approach, the concept of equivalent ice
thickness rests on the assumption that an ice cover of a specific equivalent thickness results in the
same level of hull resistance as continuous level ice of the same thickness [21]. A weakness of this
concept is that it fails to account for individual ice features (e.g., individual ice ridges) that might
stop a ship [22]. Anyhow, based on [23], for the simulation of ships operating on the Baltic Sea,
the concept appears well suited.

• The use of hv-curves. The use of hv curves to model the speed of ships in ice is well established.
It should be noted that this approach typically rests on the assumption that ships operate
at a fixed engine load (typically near the maximum continuous rating), which is not always
true [24]. However, currently, there is no general and publicly available approach to eliminate
this assumption.

• Multi-ship convoy operations. In the simulation, convoy operations in which an IB assists two
ships at a time occur whenever two ships need IB assistance over the same distance at the same
time. Convoy operations in which three or more ships are assisted at one time are not considered.
These simplified assumptions are needed as it is not entirely clear under what conditions convoy
operations may occur. The ice resistance of a ship being assisted by an IB tends to increase as a
function of the distance between the ship and the assisting IB. Therefore, because a significant
safety distance is required between ships operating in a convoy, multi-ship convoy operations
require a higher ice-going capability from the involved ships [20]. As a result, considering the
EEDI regulations and other measures lowering the average ice-going capability of modern ships,
convoy operations and particularly those in which an IB assists more than two ships at a time are
expected to remain rare in the future, especially during periods of heavy ice conditions. For this
reason, the exclusion of convoy operations involving more than two assisted ships is not expected
to significantly reduce the accuracy of the simulation model when applied to simulate heavy ice
condition scenarios.

• IB transit times. Due to limitations set by the applied simulation technique, the exact location
from which an available IB starts to move towards a ship in need of IB assistance is not known.
Therefore, the duration of the IB transit is determined probabilistically based on statistics. In the
real world, the master of an IB may try to minimize a ship’s waiting time by predicting where
assistance will be needed, and if possible, start to proceed towards that area in advance. Thus,
particularly during periods of low demand for IB assistance, the above-described approach is
likely conservative. On the other hand, in periods of high demand for IB assistance, IB waiting
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times appear to be primarily driven by the availability of IBs, meaning that the relationship
between transit times and ships’ total IB waiting times is small.

• Criteria for providing of IB assistance. In the simulation, IB assistance is provided if a ship’s
independently achievable speed falls below a specific limit value (e.g., 1.5 knots) in the worst
assumed ice conditions along a leg. In the real-world, the criteria for IB assistance likely depends
on the operating situation so that the criteria are stricter during times of high demand for IB
assistance. In addition, the decision on whether IB assistance is to be provided, or requested, is also
likely influenced by the individual judgement of the masters of the involved ships. Currently,
there are no publicly available models or principles based on which such decision-making could
be modelled accurately.

• Active measures by the crew. As per the simulation model structure presented in Figure 1,
the network of routes along which ships operate throughout a simulation is assumed fixed.
This means that active crew measures, such as maneuverings to avoid local areas with difficult ice
conditions, are not considered. As a result, particularly for sea areas with partially ice-covered
waters, the simulation outcome can be assumed conservative. In principle, this limitation could be
overcome, e.g., by applying a voyage optimization tool as proposed by [25]. However, this would
make the approach significantly more complex.

4. Validation

4.1. Approach

Validation of the model is carried out based on real-world maritime traffic data obtained through
the research project WINMOS II (Winter Navigation Motorways of the Sea II) [26] covering maritime
traffic on the Bothnian Bay in the period 15 January–5 February 2010. The accuracy of the model is
assessed by comparing simulated and data-based performance indicators, such as the number of port
arrivals, the number of instances of IB assistance, and IB waiting times. To capture the stochastic
behavior of the system, a total of 35 individual simulation runs are carried out. All considered maritime
traffic data are presented in the Appendix A (see Tables A1 and A2).

4.2. Simulation Input

4.2.1. Maritime Traffic

Information on ships entering the Bothnian Bay is specified based on the above-mentioned
maritime traffic data, an extract of which is presented in Table 1. The entry time is specified in hours
from the start of the simulation at midnight 15 January 2010. As per Figure 4, ships arriving from the
South (Kvarken) are assumed to enter the considered area at point A, whereas ships arriving from the
Northwest (northern Sweden, Lulea) are assumed to enter at point B. Entered ships visit 1–3 ports
before they leave the system. The total duration of each port visit is determined in terms of the port
turnaround time (PTT) as specified by the maritime traffic data.

Table 1. Extract of maritime traffic data. The port turnaround time (PTT) represents the total duration
of a port visit including port maneuvering time, mooring time, and cargo handling time.

Entry Time, Point A (h) Ship Model Port 1 Port 2 Port 3 PTT 1 (h) PTT 2 (h) PTT 3 (h)

76 F Kokkola 73
83 G Raahe Tornio 64 19
91 C Oulu 19
91 G Tornio Kotka 25
91 G Kemi 28
92 G Kokkola Kemi 60 53
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Figure 4. Navigation legs (L) and ports.

4.2.2. Ship Performance Data

The considered maritime traffic data covers ships representing some 16 different models. For each
ship model, as per Figure 5, the achievable speed in ice is determined in terms of ship model-specific
hv curves representing three different modes of operation: (a) IB assistance at distance, (b) operation in
a brash ice channel, and (c) independent operation in level ice. All hv curves were determined within
the research project WINMOS II [26] based on ice resistance formulas and design particulars of the
corresponding real-world ships.

4.2.3. Ice Conditions

Based on ice charts provided by [27], for each considered date and navigation leg, the prevailing
ice conditions are determined in terms of the average ice conditions Heq_avg and the most difficult ice
conditions Heq_max. Specifically, the average ice conditions along a leg Heq_avg is determined as per
Equation (2).

Heq_avg =
Hmin + Hmax

2
∗ Cmin + Cmax

2
+ Hridging_avg, (2)

where Hmin represents the minimum ice thickness, Hmax represents the maximum ice thickness,
Cmin represents the minimum ice concentration, Cmax represents the maximum ice concentration,
and Hridging_avg is an assumed 6 cm increase in equivalent ice thickness caused by ridges (where ice
ridging occurs). The assumed value of Hridging_avg is based on [28], according to which ice ridges in the
Bothnian Bay increase the level ice thickness by 6–14 cm equivalent ice thickness. The most difficult ice
conditions occurring along a leg Heq_max is determined as per Equation (3).

Heq_max = Hmax ∗Cmax + Hridging_max, (3)

where Hmax represents the maximum ice thickness, Cmax represents the maximum ice concentration,
and Hridging_max is an assumed 14 cm increase in level ice thickness caused by ridges (where ice ridging
occurs) [28].
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Figure 5. Ship model-specific hv curves for three different operation modes: icebreaker (IB) assistance
at distance, operation in a brash ice channel, and independent operation in level ice [26].

Extracts of calculated and applied Heq_avg and Heq_max values are presented in Tables 2 and 3.
The complete ice data are found in Appendix B (see Tables A3 and A4). It should be noted that the
assumed values of Heq_avg and Heq_max are subject to significant uncertainty originating both from the
source, i.e., the ice charts, which presents ice data in terms of approximate thickness and concentration
ranges, and from the assumption that the ice conditions are homogenous over the considered navigation
legs. To account for this uncertainty, during an individual simulation run, each value of Heq_avg and
Heq_max presented in Tables 2 and 3 is multiplied with two coefficients, one representing the uncertainty
in ice thickness, and the other representing the uncertainty in ice concentration. Both coefficients are
determined by drawing a random number from a normally distributed set with a mean of 1 and a
standard deviation of 10%.
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Table 2. Extract of Heq_avg (cm) values.

Date L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12 L13 L14 L15

2 February 2010 4 5 5 33 5 5 5 38 21 32 38 21 38 38 43
3 February 2010 4 5 5 33 5 5 5 38 21 32 38 21 38 38 43
4 February 2010 4 5 5 33 5 5 5 38 21 32 38 21 38 38 43
5 February 2010 23 23 23 40 23 23 23 38 23 38 38 39 45 45 45
6 February 2010 23 23 23 40 23 23 23 38 23 38 38 39 45 45 45
7 February 2010 23 23 23 40 23 23 23 38 23 38 38 39 45 45 45

Table 3. Extract of Heq_max values (cm).

Date L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12 L13 L14 L15

2 February 2010 5 5 5 40 5 5 5 50 30 30 50 30 50 50 54
3 February 2010 5 5 5 40 5 5 5 50 30 30 50 30 50 50 54
4 February 2010 5 5 5 40 5 5 5 50 30 30 50 30 50 50 54
5 February 2010 36 36 36 50 36 36 36 50 36 50 50 50 60 60 59
6 February 2010 36 36 36 50 36 36 36 50 36 50 50 50 60 60 59
7 February 2010 36 36 36 50 36 36 36 50 36 50 50 50 60 60 59

Ships operating in ice may encounter brash ice channels created and maintained by IBs and other
ships. The duration for which an ice channel remains open and navigable depends on multiple factors
including the amount of maritime traffic, the local geography, as well as the prevailing wind and
currents [29]. In addition, strong winds in combination with a physical boundary might result in
compressive ice, which may significantly increase a ship’s ice resistance [30]. Anyhow, due to a lack of
related data and suitable engineering models, such factors are not systematically considered. Instead, it
is assumed that along fairways with very significant traffic (L 1 and 2), a brash ice channel is available
with a 75% probability, along fairways with significant traffic (L 3, 5, 6, 7, 9, 10, and 12), a brash ice
channel is available with a 50% probability. On the open sea, where the traffic is limited (L 15), brash
ice channels are assumed not to be present. In protected waters with fast ice (L 4, 8, and 11, 13, and 14),
brash ice channels are assumed to be present throughout the simulation.

4.2.4. IB Transfer and Maneuvering Times

Due to a lack of available real-world data, the time it takes for an available IB to reach a ship in
need of assistance, in the following referred to as IB transfer time, is determined based on statistics
of simulated transfer times obtained from research project WINMOS II [26], generated based on the
mathematical simulation approach by [12]. Following the obtained data, IB transfer times are assumed
to be exponentially distributed as per the probability density function (PDF) in Figure 6. Accordingly,
the time it takes for an available IB to reach a ship in need of assistance is assumed to be in the range
of 0–8 h. The maximum transfer time may correspond to a situation where an IB must cover some
80 NM at an average speed of 10 knots to reach a ship in need of assistance. This distance is roughly
equivalent to, for instance, the distance L1–L4 (see Figure 4). The IB maneuvering time is assumed to
follow a normal distribution with a mean value of 20 min and a standard deviation of 5 min.
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Figure 6. Probability density function (PDF) of IB transfer times determined based on simulated data
obtained from Winter Navigation Motorways of the Sea II (WINMOS II) [26].

4.2.5. IB Assistance Parameters

During the considered period 15 January–15 February 2010, as per ice charts issued by [27],
IB assistance in the Bothnian Bay is provided by four IBs: Fennica, Urho, Otso, and Kontio. However,
as a simplification, all icebreakers are assumed to have an ice-going capability corresponding to that of
Otso. The IBs are assumed to operate within their operating area as defined by Figure 1. IB assistance
is provided to those ships whose independently achievable speed is estimated to fall below 1.5 knots in
the worst ice conditions (Heq_max) along a leg. IB assistance is continued until a ship has been assisted
to a waypoint from which it can continue independently at a minimum speed of 8 knots. During
icebreaker assistance, the maximum speed of the IB and the assisted ship(s) is assumed limited to
12 knots.

4.3. Validation Results

4.3.1. Real World vs. Simulated Number of Port Visits

Figure 7a presents the real-world number of ship arrivals per destination port, the corresponding
simulated values for 35 individual simulation runs, and the mean of the simulated values. As per the
figure, the simulated values agree well with the data. This indicates that the traffic flows within the
simulation model follow the data and that the simulated ship transit times are in the same range as,
or lower than, the real-world transit times.
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Figure 7. Real-world vs. simulated port-specific number of ship arrivals (a), instances of IB assistance
(b), and mean IB waiting times (c). The traffic data indicate the real-world performance of the system
during the considered period. The corresponding simulated performance values are presented both in
terms of the mean values of 35 independent simulation runs, and in terms of the outcome of each of
those individual simulation runs. The outcomes of the individual simulation runs demonstrate the
variability of the simulation output.

4.3.2. Real World vs. Simulated Number of Assisted Voyages

Figure 7b presents the real-world number of instances of IB assistance per destination port,
the corresponding simulated values for 35 individual simulation runs, and the mean of the simulated
values. The presented numbers include all instances of IB assistance received by ships on their way
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to or from individual ports. As ships are often assisted at multiple times during a single voyage,
the number of instances of assistance is higher than the number of ships that received assistance.
As shown by the figure, for all ports the mean values of the simulations agree quite well with the data.
However, the variation between individual simulation runs is significant. The standard deviation
between the mean values and the data is 13%. As per the data, the total number of instances of
assistance is 192 whereas the corresponding simulated mean value is 213 (+11%).

4.3.3. Real World vs. Simulated IB Waiting Times

Figure 7c presents the real-world mean IB waiting time per destination port, the corresponding
simulated values for 35 individual simulation runs, and the mean of the simulated values. The presented
values correspond to the mean waiting time for all instances of IB assistance related to a ship heading
to or leaving from a given port. As shown by the figure, in general the data and the mean of the
simulated values agree quite well. The deviation is the largest in the case of the port of Kokkola. This is
because most ships use the fairway outside Kokkola (Leg 1–2), which in the simulation apparently
occasionally results in bottleneck situations. In the real world, such bottleneck situations might be
avoided by various factors not considered in the applied simulation model (e.g., in the real world an
IB might perhaps if needed assist more than two ships at a time, or the likelihood of an ice channel
being present might be higher than assumed during periods of heavy traffic). As for the instances
of assistance, the variation between individual simulation runs is significant. The overall standard
deviation between the mean values of the individual simulation runs and the data is 18%. As per the
data, the mean IB waiting time is 3.0 h, whereas the corresponding simulated number is 3.2 h (+7%).

4.3.4. Confidence Intervals

The statistical agreement between the maritime data and the simulation outcome is tested in terms
of confidence intervals. Specifically, for each of the simulated port-specific number of instances of IB
assistance and mean IB waiting times, we consider an approximate 95 confidence interval determined
by multiplying the standard deviation (σsim) of the mean values (µsim) of 35 independent simulation
runs by 2. As per Tables 4 and 5, for each of the simulated performance metrics, the maritime data fall
within the obtained 95% confidence interval.

Table 4. Approximated 95% confidence interval for the simulated port-specific number of instances of
IB assistance.

Port Maritime Data µsim σsim µsim − 2σsim µsim + 2σsim

Kokkola 18 28.7 6.5 15.8 41.7
Raahe 48 38.7 5.5 27.6 49.7
Oulu 50 52.5 6.8 38.8 66.1
Kemi 28 38.4 5.2 28.0 48.9

Tornio 48 54.5 7.1 40.3 68.6

Table 5. Approximated 95% confidence interval for the simulated port-specific mean IB waiting
times (hours).

Port Maritime Data µsim σsim µsim − 2σsim µsim + 2σsim

Kokkola 1.7 3.6 1.4 0.7 6.4
Raahe 3.5 3.5 1.2 1.0 6.0
Oulu 3.8 3.0 1.6 −0.2 6.1
Kemi 2.3 3.1 1.0 1.1 5.1

Tornio 3.8 2.9 0.9 1.2 4.7
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4.3.5. Sensitivity Analysis

Due to the high degree of complexity and randomness of the FSWNS, and the general lack of
related data, the present simulation model rests on several assumptions. These concern the prevailing
ice conditions, the IB transfer times, and the presence of pre-existing ice channels, among others.
To assess the sensitivity of the simulation outcome to those assumptions, a sensitivity analysis is
carried out. As per Figure 8, the sensitivity analysis indicates that the simulated number of instances
of IB assistances is sensitive to variations in the assumed Heq-values, but especially to assumptions
concerning the presence of pre-existing ice channels. Specifically, by increasing or decreasing the
assumed Heq-values by 20%, the instances of assistance increase by 13% or decrease by 30%, respectively.
By assuming that all those brash ice channels that as default are assumed to be present with a 50%
probability (see Section 4.2.3) are present at all times, the instances of assistance decrease by 98%,
whereas by assuming that the same ice channels are absent at all times, the instances of assistances
increase by 45%.

The sensitivity analysis further indicates that the mean IB waiting time is sensitive to all the
analyzed assumption variations. Specifically, by increasing or decreasing the assumed Heq-values by
20%, the simulated mean waiting time for IB assistance increases by 6% or decreases by 23%, respectively.
By increasing or decreasing the assumed IB transfer times by 50%, the simulated mean waiting time
for IB assistance increases by 9% or decreases by 47%, respectively. By assuming that all those brash
ice channels that as default are assumed to be present with a 50% probability (see Section 4.2.3) are
present at all times, the mean waiting time decreases by 86%, whereas by assuming that the same ice
channels are absent at all times, the waiting time increases by 69%.

4.3.6. Validation Summary

The above validation indicates that the proposed simulation approach works in principle.
Regarding the number of ship arrivals per port, the simulation agrees well with the data. Regarding
the number of instances of IB assistance and IB waiting times, the overall standard deviations between
the averages of 35 independent simulation runs and the data are 13% and 18%, respectively. For each
of the simulated metrics, the data fall within an approximated 95% confidence interval.

On average, the simulation appears to somewhat overestimate both the number of instances of
assistance (+11%) and the IB waiting times (+7%). The overestimated number of assistances may
indicate that, in the real world, ships are occasionally assisted over larger distances than the fixed
IB operating areas assumed in the simulation. The overestimated mean IB waiting time, in turn,
may in part be explained by the large individual peak values observed in Figure 7c. In the real world,
such peak values can perhaps be avoided by factors not considered in the present simulation model,
such as convoy operations including more than two ships and various active measures by the masters
of the involved ships.

It should also be noted that the available maritime data, or the interpretation thereof, may include
some errors. For instance, in individual cases, it is reported that a ship has received multiple instances
of IB assistance during its inward voyage, but none during its outward voyage even though both
voyages would have occurred in similar ice conditions. In addition, occasionally it appears like the
data, instead of including all instances of IB assistance received by a ship on its way to or from a port,
only include the last or the first instance of IB assistance before port arrival or after departure. Further
studies are needed to identify and address such possible inconsistencies.
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Figure 8. Sensitivity of the simulation output to changes in the underlying parameter values. (a) ship
arrivals; (b) instances of assistance; (c) mean waiting times, the results were obtained by repeating
the simulation so that one category of parameters was changed at a time, keeping all other parameter
values constant.

5. Case Study: Impact of the EEDI on the Operating Performance of the FSWNS

As the EEDI is enforced on new ships only, the existing fleet of ships will only gradually be
replaced by EEDI compliant ships. This case study is carried out for scenarios where either one-third
(33%) or two-thirds (66%) of arriving ships, randomly selected, have been replaced by new EEDI
compliant ships. It is further assumed that the achievable speed in ice of the new EEDI compliant ships
is dependent on their size in DWT as per Figure 9. Accordingly, it is assumed that EEDI compliant ships
are not able to operate independently in unbroken level ice. Additionally, as per the example presented
in Figure 10, it is assumed that the speed of an EEDI compliant ship, when operating in a brash ice
channel or with IB assistance, might be significantly lower than that of a corresponding non-EEDI ship.
In the case studies, around 30% of the replaced vessels were in the category DWT < 5100, around 60%
were in the category DWT 5100–15,000, and around 10% were in the category DWT 15,000–22,000.
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Figure 9. Assumed speed in ice of Energy Efficiency Design Index (EEDI) compliant ships [26].

Figure 10. Example comparison of the assumed speed in ice of a non-EEDI ship and an EEDI-compliant
ship [26].

The outcome of the simulated EEDI scenarios is presented in Figure 11. In the first scenario, in
which one-third of the current fleet is replaced by EEDI-compliant ships, the number of cases of IB
assistance is increased from 222 to 328 (+48%) and the total cumulated waiting times for IB assistance
is increased from 775 h to 1378 h (+78%). In the second scenario, in which two-thirds of the current
fleet is replaced with EEDI-compliant ships, the total number of cases of IB assistance is increased from
222 to 479 (+116%) and the total cumulated waiting times for IB assistance is increased from 775 h to
5157 h (+565%). In the second scenario, due to the extended waiting times for IB assistance, the total
number of port arrivals decreases from 231 to 226 (−2%).
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Figure 11. Influence of various EEDI scenarios on the operating performance of the Finnish–Swedish
Winter Navigation System (FSWNS). (a) ship arrivals; (b) instances of assistance; (c) commulated
waiting times, The results were obtained by repeating the simulation for the various fleet configurations
considered, keeping all other parameter values constant. The cumulated port-specific waiting times
reflect both the number of instances of assistance and the mean waiting time per instance

Additional simulations were carried out to assess whether the increase in IB waiting time from
the assumed EEDI scenarios could be mitigated by increasing the number of IBs. As per Figure 11,
the outcome from the simulations indicates that in the first and second EEDI scenarios, a significant
increase in the cumulated IB waiting times can be mitigated by increasing the number of IBs from 4 to 5
and from 4 to 6, respectively. Notwithstanding, due to a lack of relevant data, this assessment is based
on generalizing and conservative assumptions concerning the influence of the EEDI on the ice-going
capability and other technical characteristics of the merchant fleet. Thus, this case study serves mainly
as an example of how the presented approach can be applied to assess the performance of the FSWNS
under various operating scenarios.
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6. Discussion and Conclusions

This article presents a DES-based approach to predict the operating performance of the FSWNS
under different operating scenarios. The approach is validated against real-world data on maritime
traffic in the Bothnian Bay in the period 15 January–15 February 2010. In terms of the number of
ship arrivals per port, representing the transport capacity of the FSWNS, the simulation agrees well
with the data. In terms of the number of instances of IB assistance and IB waiting times, the standard
deviations between the averages of 35 independent simulation runs and the data are 13% and 18%,
respectively. For each of the simulated metrics, the data fall within an approximated 95% confidence
interval. These findings indicate that the proposed DES-based approach can capture the complex
behavior of the FSWNS and roughly estimate its operating performance.

Due to various identified knowledge and data gaps, as well as due to technical limitations
of the applied simulation approach, the simulation model is based on generalized assumptions
concerning convoy operations (a maximum of two ships are assisted by an IB at a time),
IB transfer times (probabilistically determined), criteria for providing IB assistance (generalized
criteria), and assumptions concerning the presence of brash ice channels (generalized assumptions),
among others. A sensitivity analysis indicates that the simulated number of instances of IB assistance
and IB waiting times are particularly sensitive to assumptions concerning the presence of brash ice
channels. Future research is needed to address the limitations.

Considering the present limitations, the proposed approach appears best suited for scenario-based
assessments in which the performance of the FSWNS is assessed for a limited period (e.g., one month)
with heavy ice conditions during which the main shipping routes can be assumed fixed. The outcome
of such a scenario-based assessment may indicate whether the capacity of the FSWNS under the
simulated conditions is sufficient to keep the system in “balance”.

Case studies were carried out in which the approach was applied to assess the impact of replacing
various percentages of the present fleet of merchant ships entering the Bay of Bothnia by EEDI-compliant
ships. In a scenario in which around one-third of the current fleet is replaced by EEDI-compliant ships,
the simulation outcome indicates that the number of cases of IB assistance is increased from 222 to 328
(+48%) and that the cumulated waiting times for IB assistance is increased from 775 h to 1378 h (+78%).
In another scenario in which around two-thirds of the current fleet is replaced with EEDI-compliant
ships, the simulation outcome indicates that the total number of cases of IB assistance is increased from
222 to 497 (+116%) and that the cumulated waiting times for IB assistance is increased from 775 h to
5157 h (+565%). For the considered scenarios, simulation outcomes indicate that the predicted increase
in IB waiting times can be largely mitigated if the number of IBs operating in the area is increased
from 4 to 5 or from 4 to 6, respectively. However, due to a lack of detailed data on, e.g., how the EEDI
would influence the ice-going capability and other technical characteristics of the affected merchant
fleet, the outcome of the analysis is not conclusive.

In summary, the presented approach, which is one of the first attempts to simulate the FSWNS,
may provide new insights into the behavior and performance of the FSWNS under different operating
scenarios, considering a multitude of interlinked and self-reinforcing system behaviors. As such,
the method may be used to support decision-making concerning the management of the FSWNS to
meet future goals concerning operational efficiency. In the future, a potential further developed version
of the model could be used for more holistic analyses, e.g., to analyze the cost- and energy-efficiency of
the FSWNS, considering e.g., the impacts of climate change on sea ice conditions.
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Abbreviations

AMTS Arctic maritime transport systems
DES Discrete event simulation
DWT Deadweight tonnage
EEDI Energy Efficiency Design Index
FSICR Finnish–Swedish ice class rules
FSWNS Finnish–Swedish winter navigation system
GHGs Greenhouse gasses
IB Icebreaker
IMO International maritime organization
MCR Maximum continuous rating
PDF Probability density function
PTT Port turnaround time
SFC Specific fuel consumption

Notations

CF Amount of CO2 per gram of fuel (3.1144 g)
Cmax Maximum ice concentration
L Navigation leg
Heq Equivalent ice thickness (cm)
Heq_avg Average equivalent ice thickness (cm)
Heq_max Maximum equivalent ice thickness (cm)
Hmax Maximum ice thickness (cm)
Hmin Minimum ice thickness (cm)
HRidging_avg Average equivalent ice thickness caused by ice ridging (cm)
HRidging_max Maximum equivalent ice thickness caused by ice ridging (cm)
v Speed (knots)

Appendix A. Maritime Traffic Data

Table A1. List of ships arriving from Kvarken (Point A as per Figure 4).

Entry Time,
Point B (h)

Ship
Model

Port 1 Port 2 Port 3 PTT 1 (h) PTT 2 (h) PTT 3 (h)

1 I Raahe 43
1 A Raahe 51
1 P Oulu Kemi 5 4
1 K Kokkola 14
5 N Kokkola 48

10 K Kemi 100
24 N Tornio 46
27 C Oulu 14
29 K Kemi 60
40 K Raahe 61
40 P Kemi Oulu 7 7
48 C Kemi Kotka 21
53 K Tornio 77
57 G Kokkola Raahe 26 61
59 I Kokkola 12
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Table A1. Cont.

Entry Time,
Point B (h)

Ship
Model

Port 1 Port 2 Port 3 PTT 1 (h) PTT 2 (h) PTT 3 (h)

63 K Kokkola 31
65 G Raahe 89
66 G Kokkola 86
69 M Kokkola 20
72 N Kokkola 48

74 K Tornio 21
76 F Kokkola 73
83 G Raahe Tornio 64 19
91 C Oulu 19
91 G Tornio Kotka 25
91 G Kemi 28
92 G Kokkola Kemi 60 53
93 G Kokkola 31
95 O Kemi Oulu 4 12
97 K Tornio Kemi 22 36
99 K Tornio 22

101 C Kokkola 50
108 K Raahe 69
111 G Raahe 51
113 K Kokkola 43
119 K Oulu 35
122 K Oulu 108
125 G Kokkola Kemi Oulu 35 73 65
126 K Tornio 19
133 G Tornio 65
134 A Raahe 162
135 K Tornio Raahe 22 30
139 L Kemi 51
140 C Oulu 19
144 N Oulu 34
152 L Oulu 17
156 P Oulu Kemi 6 8
157 G Kemi 122
157 G Raahe 68
158 K Kokkola 27
160 C Kemi 30
165 G Raahe Oulu 51 41
167 N Oulu 23
172 K Tornio 41
178 K Oulu 17
182 F Kokkola 32
192 N Raahe 52
200 K Kokkola 81
200 K Kokkola 76
206 P Oulu Kemi 8 7
207 J Kokkola 64
207 A Raahe 57
214 K Kokkola Raahe 15 48
220 G Tornio Kokkola 50 55
224 M Raahe 34
228 F Kokkola 18
228 K Kokkola 97
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Table A1. Cont.

Entry Time,
Point B (h)

Ship
Model

Port 1 Port 2 Port 3 PTT 1 (h) PTT 2 (h) PTT 3 (h)

228 C Oulu -3
228 C Raahe Pori 43
230 G Tornio 66
235 C Oulu 6
235 C Kokkola 7
242 N Oulu Tornio 78 21
243 I Raahe 27
244 G Tornio Raahe 20 49
249 K Tornio Kemi 28 40
250 K Oulu 73
260 B Kokkola 54
261 L Kokkola 18
262 O Kemi Oulu 7 7
263 K Tornio Kotka 45
266 P Kemi 116
268 M Raahe 69
275 G Kokkola 64
278 K Tornio Raahe 44 88
293 G Tornio 65
298 C Kokkola 24
310 L Oulu 18
311 K Oulu Kemi 31 68
319 K Raahe 54
321 K Oulu Pori 70
323 P Oulu Kemi 10 11
332 K Kokkola 71
336 A Raahe 47
337 B Kokkola 24
339 I Kemi 17
352 G Kokkola 111
360 N Oulu 34
364 K Kokkola 21
370 P Kemi Oulu 7 8
374 M Kokkola 22
383 C Kokkola 7
384 N Tornio 46
393 N Oulu Tornio 104 23
394 F Raahe Kokkola 41 65
401 K Tornio
407 G Kemi Raahe 32 4
419 E Oulu 14
419 A Raahe 40
424 G Kokkola 94
425 G Tornio Raahe 32 47
426 P Oulu 6
434 B Tornio Raahe Pori 147 29
448 G Tornio 79

455 K Kokkola 29
457 A Raahe 37
470 J Kokkola 64
473 K Kemi Oulu 82 50
474 K Raahe 64
481 K Raahe 73
486 B Kokkola 17
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Table A1. Cont.

Entry Time,
Point B (h)

Ship
Model

Port 1 Port 2 Port 3 PTT 1 (h) PTT 2 (h) PTT 3 (h)

486 K Tornio 29
490 G Kemi 39
493 G Oulu 84
496 K Oulu 15
496 G Tornio 77
504 N Raahe 52
514 B Kokkola 239
514 P Oulu Kemi 9 7
519 H Kemi 145
531 K Raahe Tornio 18 79
536 P Kemi Oulu 8 10
542 C Oulu 22
543 K Raahe Tornio 45 23
554 G Raahe Oulu 25 58
562 K Raahe Kokkola
563 K Tornio 47
563 K Raahe 8
567 N Oulu Tornio 101 45
574 K Raahe 68
576 G Oulu 74
576 N Oulu 34
577 G Kemi Tornio 44 23
584 G Tornio 67
588 K Kokkola 19
593 L Oulu 21
593 K Kemi Oulu 52 45
595 O Kemi Oulu 9 7
596 H Oulu
610 I Raahe 14
621 A Raahe 15
626 C Kokkola 49
629 L Kemi 17
630 G Tornio 65
636 K Tornio Raahe 30 77
648 N Tornio 46
659 G Raahe 17
660 M Kokkola 28
670 K Tornio Kokkola
679 G Kemi 51
681 K Kemi Kokkola

682 P Oulu Kemi 8 6
683 L Kokkola 15
701 C Kemi 15
708 P Kemi Oulu 8 8
710 F Kokkola 64
718 D Raahe 92
725 K Raahe 7
736 L Oulu 29
744 N Oulu 34
753 N Oulu Tornio
754 K Tornio 39
755 F Raahe Kokkola 14 45
764 G Kokkola 32
765 O Kemi Oulu
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Table A2. List of ships arriving from northern Sweden (Point B as per Figure 4).

Entry Time,
Point B (h)

Ship
Model

Port 1 Port 2 Port 3 PTT 1 (h) PTT 2 (h) PTT 3 (h)

31 A Raahe 39
67 A Raahe 15
110 A Raahe 29
137 A Raahe 33
155 M Raahe 18
164 A Raahe 49
249 A Raahe 21
371 A Raahe 48
388 M Raahe 12
455 A Raahe 49
455 M Raahe 11
541 A Raahe 18
593 A Raahe 18
608 A Raahe 40
645 A Raahe 43
686 A Raahe 74
737 M Raahe 40
758 A Raahe 52

Appendix B. Ice Data

Table A3. Heq_avg (cm) determined by date and leg (L).

Date L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12 L13 L14 L15

15 January 2010 6 14 32 13 29 24 32 30 23 32 30 20 33 33 25
16 January 2010 6 14 32 13 29 24 32 30 23 32 30 20 33 33 25
17 January 2010 6 14 32 13 29 24 32 30 23 32 30 20 33 33 25
18 January 2010 6 14 32 13 29 24 32 30 23 32 30 20 33 33 25
19 January 2010 6 14 32 13 29 24 32 30 23 32 30 20 33 33 25
20 January 2010 6 14 32 13 29 24 32 30 23 32 30 20 33 33 25
21 January 2010 6 14 32 13 29 24 32 30 23 32 30 20 33 33 25
22 January 2010 8 9 10 33 9 9 10 30 23 32 30 20 33 33 32
23 January 2010 8 9 10 33 9 9 10 30 23 32 30 20 33 33 32
24 January 2010 8 9 10 33 9 9 10 30 23 32 30 20 33 33 32
25 January 2010 8 9 10 33 9 9 10 30 23 32 30 20 33 33 32
26 January 2010 8 9 10 33 9 9 10 30 23 32 30 20 33 33 32
27 January 2010 8 9 10 33 9 9 10 30 23 32 30 20 33 33 32
28 January 2010 8 9 10 33 9 9 10 30 23 32 30 20 33 33 32
29 January 2010 4 5 5 33 5 5 5 38 21 32 38 21 38 38 43
30 January 2010 4 5 5 33 5 5 5 38 21 32 38 21 38 38 43
31 January 2010 4 5 5 33 5 5 5 38 21 32 38 21 38 38 43
1 February 2010 4 5 5 33 5 5 5 38 21 32 38 21 38 38 43
2 February 2010 4 5 5 33 5 5 5 38 21 32 38 21 38 38 43
3 February 2010 4 5 5 33 5 5 5 38 21 32 38 21 38 38 43
4 February 2010 4 5 5 33 5 5 5 38 21 32 38 21 38 38 43
5 February 2010 23 23 23 40 23 23 23 38 23 38 38 39 45 45 45
6 February 2010 23 23 23 40 23 23 23 38 23 38 38 39 45 45 45
7 February 2010 23 23 23 40 23 23 23 38 23 38 38 39 45 45 45
8 February 2010 23 23 23 40 23 23 23 38 23 38 38 39 45 45 45
9 February 2010 23 23 23 40 23 23 23 38 23 38 38 39 45 45 45
10 February 2010 23 23 23 40 23 23 23 38 23 38 38 39 45 45 45
11 February 2010 23 23 23 40 23 23 23 38 23 38 38 39 45 45 45
12 February 2010 41 33 33 40 33 33 33 45 33 45 45 39 55 55 52
13 February 2010 41 33 33 40 33 33 33 45 33 45 45 39 55 55 52
14 February 2010 41 33 33 40 33 33 33 45 33 45 45 39 55 55 52
15 February 2010 41 33 33 40 33 33 33 45 33 45 45 39 55 55 52
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Table A4. Heq_max (cm) determined by date and leg (L).

Date L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12 L13 L14 L15

15 January 2010 20 20 45 20 30 36 36 40 30 30 40 30 40 40 39
16 January 2010 20 20 45 20 30 36 36 40 30 30 40 30 40 40 39
17 January 2010 20 20 45 20 30 36 36 40 30 30 40 30 40 40 39
18 January 2010 20 20 45 20 30 36 36 40 30 30 40 30 40 40 39
19 January 2010 20 20 45 20 30 36 36 40 30 30 40 30 40 40 39
20 January 2010 20 20 45 20 30 36 36 40 30 30 40 30 40 40 39
21 January 2010 20 20 45 20 30 36 36 40 30 30 40 30 40 40 39
22 January 2010 15 15 15 40 15 15 15 40 44 32 40 44 40 40 44

23 January 2010 15 15 15 40 15 15 15 40 44 32 40 44 40 40 44
24 January 2010 15 15 15 40 15 15 15 40 44 32 40 44 40 40 44
25 January 2010 15 15 15 40 15 15 15 40 44 32 40 44 40 40 44
26 January 2010 15 15 15 40 15 15 15 40 44 32 40 44 40 40 44
27 January 2010 15 15 15 40 15 15 15 40 44 32 40 44 40 40 44
28 January 2010 15 15 15 40 15 15 15 40 44 32 40 44 40 40 44
29 January 2010 5 5 5 40 5 5 5 50 30 30 50 30 50 50 54
30 January 2010 5 5 5 40 5 5 5 50 30 30 50 30 50 50 54
31 January 2010 5 5 5 40 5 5 5 50 30 30 50 30 50 50 54
1 February 2010 5 5 5 40 5 5 5 50 30 30 50 30 50 50 54
2 February 2010 5 5 5 40 5 5 5 50 30 30 50 30 50 50 54
3 February 2010 5 5 5 40 5 5 5 50 30 30 50 30 50 50 54
4 February 2010 5 5 5 40 5 5 5 50 30 30 50 30 50 50 54
5 February 2010 36 36 36 50 36 36 36 50 36 50 50 50 60 60 59
6 February 2010 36 36 36 50 36 36 36 50 36 50 50 50 60 60 59
7 February 2010 36 36 36 50 36 36 36 50 36 50 50 50 60 60 59
8 February 2010 36 36 36 50 36 36 36 50 36 50 50 50 60 60 59
9 February 2010 36 36 36 50 36 36 36 50 36 50 50 50 60 60 59
10 February 2010 36 36 36 50 36 36 36 50 36 50 50 50 60 60 59
11 February 2010 36 36 36 50 36 36 36 50 36 50 50 50 60 60 59
12 February 2010 54 46 46 50 46 46 46 60 46 59 60 59 70 70 64
13 February 2010 54 46 46 50 46 46 46 60 46 59 60 59 70 70 64
14 February 2010 54 46 46 50 46 46 46 60 46 59 60 59 70 70 64
15 February 2010 54 46 46 50 46 46 46 60 46 59 60 59 70 70 64

References

1. Finnish Shipowners Association. Key Figures of Maritime Transport in Finland. 2020. Available online:
https://shipowners.fi/en/competitiveness/key-figures-of-maritime-in-finland/ (accessed on 15 April 2020).

2. Meriliitto. Finland is an Island. 2020. Available online: http://www.meriliitto.fi/?page_id=177 (accessed on
15 April 2020).

3. Finnish Transport and Communications Agency. Statistics on International Shipping; Finnish Transport and
Communications Agency Traficom: Helsinki, Finland, 2018.

4. FMI. Ice Winter in the Baltic Sea. 2019. Available online: https://en.ilmatieteenlaitos.fi/ice-winter-in-the-
baltic-sea (accessed on 15 September 2019).

5. Finnish Transport and Communications Agency. Ice Class Regulations and the Application Thereof ;
Finnish Transport and Communications Agency: Helsinki, Finland, 2017; Available online: https://www.
finlex.fi/data/normit/43682/TRAFI_494_131_03_04_01_00_2016_EN_Jaaluokkamaarays_2017.pdf (accessed
on 10 March 2020).

6. Jalonen, R.; Riska, K.; Hänninen, S. Research Report No 57: A preliminary Risk Analysis of Winter Navigation in

the Baltic Sea; Winter Navigation Reseach Board/Helsinki University of Technology: Espoo, Finland, 2005.
7. ARCTIA. Homepage of Arctia Ltd. 2019. Available online: http://arctia.fi/en/ (accessed on 10 November 2019).
8. SJÖFARTSVERKET. Homepage of the Swedish Maritime Administration. 2019. Available online: https://www.

sjofartsverket.se/en/Maritime-services/Winter-Navigation/Our-Icebreakers/ (accessed on 10 November 2019).
9. IMO. Energy Efficiency Measures. International Maritime Organization. Available online:

http://www.imo.org/en/OurWork/Environment/PollutionPrevention/AirPollution/Pages/Technical-
and-Operational-Measures.aspx (accessed on 10 June 2019).

10. Bergström, M.; Erikstad, S.O.; Ehlers, S. A simulation-based probabilistic design method for arctic sea
transport systems. J. Mar. Sci. Appl. 2016, 15, 349–369.

11. Craig, D. Discrete-Event Simulation. Memorial University of Newfoundland: St. John’s, NL, Canada, 1996.

54



Appl. Sci. 2020, 10, 6747

12. Lindeberg, M.; Kujala, P.; Sormunen, O.-V.E.; Karjalainen, M.; Toivola, J. Simulation model of the Finnish
winter navigation system. In Proceedings of the 13th International Marine Design Conference (IMDC 2018),
Helsinki, Finland, 10–14 June 2018.

13. Finnish Transport and Communications Agency. Ice Classes of Ships; Finnish Transport and Communications
Agency: Helsinki, Finland, 2019.

14. Baltic Icebreaking Management. Baltic Sea Icebreaking Report 2014–2015; Baltic Icebreaking Management:
Helsinki, Finland, 2015.

15. International Maritime Organization. 2018 Guidelines on the Method of Calculation of the Attained Energy

Efficiency Design Index (EEDI) for New Ships; International Maritime Organization: London, UK, 2018.
16. International Maritime Organization. Train the Trainer (TTT) Course on Energy Efficient Ship Operation. Module

2—Ship Energy Efficiency Regulations and Related Guidelines; International Maritime Organization: London,
UK, 2016.

17. Kämäräinen, J. EEDI -Hanke ja Laivamittauskampanja. Merenkulun Tutkimusseminaari; Finnish Transport Safety
Agency: Helsinki, Finland, 2017.

18. Prime Minister´s Office. The impact of International Maritime Climate and Environmental Regulation on the Finnish

Economy; Prime Minister´s Office: Helsinki, Finland, 2017.
19. MathWorks. SimEvents. Available online: https://se.mathworks.com/help/simevents/index.html?s_cid=doc_

ftr (accessed on 1 September 2020).
20. Goerlandt, F.; Montewka, J.; Zhang, W.; Kujala, P. An analysis of ship escort and convoy operations in ice

conditions. Saf. Sci. 2017, 95, 198–209. [CrossRef]
21. Riska, K. Ship–Ice Interaction in Ship Design: Theory and Practice; Encyclopedia of Life Support Systems

(EOLSS): Paris, France, 2010.
22. Kuuliala, L.; Kujala, P.; Suominen, M.; Montewka, J. Estimating operability of ships in ridged ice fields.

Cold Reg. Sci. Technol. 2016, 135. [CrossRef]
23. Bergström, M.; Erikstad, S.O.; Ehlers, S. The Influence of model fidelity and uncertainties in the conceptual

design of Arctic maritime transport systems. Ship Technol. Res. Schiffstechnik 2017, 64, 40–64. [CrossRef]
24. Sormunen, O.-V.; Berglund, R.; Lensu, M.; Kuuliala, L.; Li, F.; Bergström, M.; Kujala, P.; Linna, M. Comparison

of vessel theoretical ice speeds against AIS data in the Baltic Sea. In Proceedings of the 13th International
Marine Design Conference (IMDC 2018), Helsinki, Finland, 10–14 June 2018.

25. Li, Z.; Ringsberg, J.W.; Rita, F. A voyage planning tool for ships sailing between Europe and Asia via the
Arctic. Ships Offshore Struct. 2020. [CrossRef]

26. WINMOS II. Winter Navigation Motorways of the Sea II (WINMOS II); WINMOS II Consortium: Helsinki,
Finland, 2017; Available online: http://www.winmos.eu/ (accessed on 10 March 2020).

27. SMHI. Sea Ice. Archived Charts and Reports. Available online: http://www.smhi.se/oceanografi/istjanst/
havsis_en.php (accessed on 15 October 2019).

28. Kankaanpää, P. Distribution, morphology and structure of sea ice pressure ridges in the Baltic Sea. Int. J. Geogr.

1997, 175, 139–240.
29. United States Coast Guard. The Engineer’s Digest; United States Coast Guard: Washington, DC, USA, 1946.
30. Montewka, J.; Goerlandt, F.; Kujala, P.; Lensu, M. Towards probabilistic models for the prediction of a ship

performance in dynamic ice. Cold Reg. Sci. Technol. 2015, 112, 14–28. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

55





applied  
sciences

Article

A Framework for Integrating Life-Safety and
Environmental Consequences into Conventional
Arctic Shipping Risk Models

Thomas Browne 1,2,*, Rocky Taylor 1, Brian Veitch 1,*, Pentti Kujala 3, Faisal Khan 1

and Doug Smith 1

1 Faculty of Engineering and Applied Science, Memorial University of Newfoundland,
St. John’s, NL A1B 3X5, Canada; rstaylor@mun.ca (R.T.); fikhan@mun.ca (F.K.); d.smith@mun.ca (D.S.)

2 Ocean, Coastal and River Engineering Research Centre, National Research Council of Canada,
St. John’s, NL A1B 3T5, Canada

3 Department of Mechanical Engineering, Aalto University, 02150 Espoo, Finland; pentti.kujala@aalto.fi
* Correspondence: thomas.browne@mun.ca (T.B.); bveitch@mun.ca (B.V.)

Received: 1 April 2020; Accepted: 21 April 2020; Published: 23 April 2020
����������
�������

Featured Application: A risk assessment framework that supports Arctic voyage planning and

real-time operational decision-making through assignment of operational criteria based on the

likelihood of ice-induced damage and the potential consequences.

Abstract: The International Code for Ships Operating in Polar Waters (Polar Code) was adopted by
the International Maritime Organization (IMO) and entered into force on 1 January 2017. It provides
a comprehensive treatment of topics relevant to ships operating in Polar regions. From a design
perspective, in scenarios where ice exposure and the consequences of ice-induced damage are the
same, it is rational to require the same ice class and structural performance for such vessels. Design
requirements for different ice class vessels are provided in the Polar Code. The Polar Operational Limit
Assessment Risk Indexing System (POLARIS) methodology provided in the Polar Code offers valuable
guidance regarding operational limits for ice class vessels in different ice conditions. POLARIS has
been shown to well reflect structural risk, and serves as a valuable decision support tool for operations
and route planning. At the same time, the current POLARIS methodology does not directly account
for the potential consequences resulting from a vessel incurring ice-induced damage. While two
vessels of the same ice class operating in the same ice conditions would have similar structural risk
profiles, the overall risk profile of each vessel will depend on the magnitude of consequences, should
an incident or accident occur. In this paper, a new framework is presented that augments the current
POLARIS methodology to model consequences. It has been developed on the premise that vessels
of a given class with higher potential life-safety, environmental, or socio-economic consequences
should be operated more conservatively. The framework supports voyage planning and real-time
operational decision making through assignment of operational criteria based on the likelihood of
ice-induced damage and the potential consequences. The objective of this framework is to enhance
the safety of passengers and crews and the protection of the Arctic environment and its stakeholders.
The challenges associated with establishing risk perspectives and evaluating consequences for Arctic
ship operations are discussed. This methodology proposes a pragmatic pathway to link ongoing
scientific research with risk-based methods to help inform recommended practices and decision
support tools. Example scenarios are considered to illustrate the flexibility of the methodology in
accounting for varied risk profiles for different vessel types, as well as incorporating input from local
communities and risk and environmental impact assessments.
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1. Introduction

Ships and crews operating in Arctic and Antarctic environments are exposed to a number of
unique risks. The presence of sea ice and icebergs can impose additional loads on the hull, propulsion
system, and appendages of a vessel. Cold temperatures, poor weather, and marine icing may reduce
the effectiveness of components of the ship, ranging from deck machinery and emergency equipment
to sea suctions. A relative lack of good charts, communication systems, and other navigational aids in
the Polar regions, and the remoteness of these areas, makes rescue and clean-up operations difficult
and costly.

Arctic maritime operations are complex socio-technical systems [1–4]. Not only are the vessels
and crews exposed to risks, but the environment and local communities will be impacted by the
consequences of shipping. In this regard, there are socio-economic aspects to Arctic shipping that
should be appreciated. Holistic risk assessment frameworks and operational decision support tools
should account for the needs and interests of the diverse stakeholders within these regions.

The Polar Code [5], adopted by the International Maritime Organization (IMO) and entered
into force in 2017, addresses many of the design and operational challenges associated with marine
transportation in the Arctic and Antarctic. It provides guidance on ship design, construction, equipment,
operations, training, search and rescue, and environmental protection. The Polar Code also provides
the Polar Operational Limit Assessment Risk Indexing System (POLARIS), an operational decision
support tool that provides guidance on the operational limits of a vessel as a function of the vessel’s ice
class and observed or forecasted ice conditions [6].

The Polar Code was created, in part, in response to recommendations from the Artic Council’s
2009 Arctic Marine Shipping Assessment report [7,8]. Recommendations include the need to enhance
Arctic marine safety and the need to protect Arctic people and the environment.

A recent study of the negative impacts of ship activity on Arctic marine mammals notes a lack of
maritime guidance for the management of environmental impacts of Arctic shipping [9]. For example,
operational decision-support tools should account for region-specific environmental vulnerabilities to
oil spills [10].

The current POLARIS methodology accounts for the likelihood of a vessel to incur ice-induced
damage, but it does not properly account for the potential consequences resulting from the ice-induced
damage event. The operational limitations for a vessel in ice should be assessed based on a risk profile
that incorporates life and environmental consequences.

The risk-based design methods employed in the International Standard for Arctic Offshore
Structures, 19906 [11] provide an approach to the treatment of life and environmental safety. A similar
approach may be adapted for ships operating in ice environments. Such an approach would explicitly
consider the number of persons on board (POB), the cargo being transported, regional aspects, and the
operational exposure with respect to life-safety, environmental, and socio-economic consequences.

It is noted that while significant progress has been made in developing probabilistic ice load
models to link vessels’ ice exposure, extreme ice loads, and ice class selection [12–16], design aspects
are outside the scope of the operationally focused work presented here.

The methodology presented in this paper draws from both the Polar Code and the International
Organization for Standardization (ISO) 19906 to explore ways in which life-safety and environmental
safety considerations employed in ISO 19906 for offshore structures can be applied to ice class ships
operating in the Arctic and Antarctic regions.
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A new risk assessment framework is presented that augments the current POLARIS methodology
to model consequences. The framework accounts for the likelihood of incurring ice-induced damage
and the potential life-safety, environmental, and socio-economic consequences.

The benefit of the proposed framework is that it builds on the current POLARIS methodology,
providing operational guidance considering the potential severity of consequences. When the perceived
risk of operating in ice increases, additional operational restrictions are imposed to maintain an
equivalent safety level. The objective of the framework is to enhance Arctic marine safety and the
protection of the Arctic environment and its stakeholders by supporting operational decision-making
for ships operating in Polar regions.

The current POLARIS methodology was published as “interim guidance”, to be updated based on
experience gained after several years of use [6]. The proposed framework can be seen as a recommended
modification to the current POLARIS methodology.

Section 2 compares the design code philosophies of the Polar Code and ISO 19906. Section 3
reviews the challenges associated with evaluating life-safety and environmental consequences of Arctic
shipping. Section 4 introduces the proposed life-safety and environmental consequence framework.
Section 5 provides scenarios to illustrate the flexibility of the methodology in accounting for varied risk
profiles and different vessel types and cargos. In Section 6, the framework is applied to a benchmark
case study incorporating data from published Arctic marine shipping assessments. Section 7 discusses
the merits of the proposed framework and areas for future work. Section 8 is the conclusion.

2. Background

2.1. Design Code Philosophy: Ships vs. Structures

The goal of ice class ship design rules is to provide a vessel design that satisfies specified standards.
The vessel design, including structure, propulsion systems, and auxiliary systems, is assessed against a
range of specific conditions, such as ice, low temperatures, and high latitude, as well as the potential
need to abandon the ship onto ice or land. As a result, ice class rules tend to be more prescriptive
than performance-based. Vessel class is selected to satisfy the operational profile specified by the
owner and the owner/operator is then responsible for safely operating the vessel within the bounds of
its capabilities.

In comparison, offshore structure codes use a risk-based approach focused on ensuring target
safety levels are achieved. The reliability of the asset depends, in part, on exposure levels, which
are determined based on an assessment of the potential life-safety, environmental, and economic
consequences associated with a particular installation. The structure is designed to safely withstand
the site-specific environmental conditions and other operational requirements that it is expected to
encounter over its design life. Support activities, such as ice management, may be carried out as part
of routine operations to help ensure safety.

Presently, there is no direct account for life safety class and environmental safety class in shipping
codes. Adopting exposure levels, similar to those used in the design of offshore structures, is a
rational approach for incorporating life-safety, environmental, and socio-economic consequences in
the operational decision making of ice class vessels.

2.2. IMO Regulations

The International Convention for the Safety of Life at Sea (SOLAS) [17] promotes safety of life at
sea through design and construction, requirements for onboard lifesaving appliances, and operational
guidelines and restrictions. Structurally, a ship is considered safe if it has sufficient strength, integrity,
and stability. Operationally, communication, planning, and procedures play important roles in life
safety and safe navigation, including regulations and guidelines addressing voyage planning, ships’
routing and reporting system requirements, and vessel traffic services.
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The International Convention for the Prevention of Pollution from Ships (MARPOL) [18] promotes
the prevention of operational and accidental pollution from ships. Pollution by oil and other substances
as a result of a marine accident is primarily mitigated through structural design and equipment
requirements. Certain ship types may have more stringent design requirements depending on the
type and quantity of cargo. Operational requirements primarily focus on controlling pollution from
intentional, operational discharges or routine operations such as ship-to-ship transfer of crude oil.

From an operational risk management perspective, the procedures prescribed in SOLAS and
MARPOL are broadly applied across a range of ship types.

2.3. Polar Code and POLARIS

The Polar Code was developed, in part, to address the demands associated with the operation
and navigation of ships in Polar regions that are not sufficiently captured in the existing requirements
outlined in SOLAS and MARPOL. The Polar Code covers the full range of design, construction,
equipment, operations, training, search and rescue, and environmental protection matters relevant to
ships operating in the inhospitable waters surrounding the two poles.

Vessels being designed for operation under the Polar Code are required to undergo an operational
assessment to establish the vessels’ operational capabilities and limitations. The operational assessment
follows the risk-based IMO Formal Safety Assessment [19], which forms the basis for a vessel’s Polar
Ship Certificate and Polar Waters Operational Manual (PWOM), and implicitly incorporates crew and
environmental safety. In this regard, the Polar Code works well for vessel design and class selection.

For voyage planning and real-time decision making on the bridge, the POLARIS methodology
assesses the operational limitations of an ice class vessel. POLARIS was developed, in part, from
experiences gained through use of Canada’s Arctic Ice Regime Shipping Systems (AIRSS) and the
Russian Ice Certificate. POLARIS evaluates the risks posed to a ship operating in ice based on assigned
ice class and the ice regime. The ice regime may be historic or forecasted in the case of voyage planning,
or it may be observed from the bridge of the ship in the case of real-time decision-making.

For a given vessel class, POLARIS assigns Risk Index Values (RIVs) corresponding to each ice type,
where a given ice regime can be comprised of several different ice types. The total Risk Index Outcome
(RIO) is determined by the summation of the RIVs for each ice type present in the ice regime multiplied
by the corresponding concentration of that ice type (expressed in tenths), as shown in Equation (1):

RIO = (C1×RIV1) + (C2×RIV2) + · · ·+ (Cn×RIVn) (1)

where C1 . . . Cn = concentration (in tenths) of each ice type within the ice regime and RIV1 . . . RIVn =
the corresponding RIVs for each ice type.

The calculated RIO governs the operational criteria for the vessel: ‘Normal operation’ (RIO ≥ 0),
‘elevated operational risk’ (−10 ≤ RIO ≤ 0), or ‘operation subject to special consideration’ (RIO < −10).
Response measures for ‘elevated operational risk’ include reducing speed, additional watch keeping, or
icebreaker escort, while ‘operation subject to special consideration’ measures include further reduction
of speed, course alteration, or other special measures to reduce risk. Guidance on procedures for
operational criteria should be documented in the vessel’s PWOM.

The POLARIS methodology was recently validated as a suitable means for assessing the risk
of structural damage of ice-going vessels [12]. Two vessels were instrumented to record full-scale
ice-induced hull loads and ice concentrations during their voyages. POLARIS was used to determine
the optimal ice class to allow navigation in both scenarios. Optimal ice class was also evaluated based
on the required hull strength to mitigate the risk of structural damage. For each scenario, POLARIS
identified the same optimal ice class as the structural risk analysis.

Despite the Polar Code promoting a holistic approach to risk management, POLARIS is not a
single solution for operational risk management; it only accounts for the risk of structural damage.
There is no consideration for the potential consequences of a ship damaged by ice. Operators require
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complementary tools and additional data to support a more holistic, risk-based decision-making
process [20].

The intent of POLARIS is that the operational criteria for a vessel in a given ice regime corresponds
to the operational capabilities of the vessel’s ice class. In effect, a high ice class vessel operating in
heavy ice will have a similar perceived risk level as a non-ice strengthened vessel in open water [21].
However, there is significant uncertainty in estimated ice loads for different ice–ship interaction
scenarios [12]. POLARIS does not guarantee safe navigation and incidents can still occur. Life-safety
and environmental consequences that can result from ice damage to a vessel need to be accounted for
in operational decision-making.

2.4. ISO 19906 Life-Safety Classes, Consequences, and Exposure

The risk-based approach employed by ISO 19906 for the design of Arctic offshore structures
specifies that the reliability of a structure should reflect its exposure level with respect to life-safety,
environmental, and economic consequence categories. For a given exposure level, extreme and
abnormal level environmental loads corresponding to specified exceedance probabilities are determined.
Calibrated action and material/resistance factors are then applied to determine the design actions
corresponding to structural limit states specified in the code.

In ISO 19906, the life-safety category of an asset takes into consideration the safety of personnel
and the probability of a safe evacuation. Three life-safety categories are defined for Arctic offshore
structures: S1 (manned non-evacuated), S2 (manned evacuated), S3 (unmanned).

Similarly, the consequence category of an asset takes into consideration the potential risks in
relation to the safety of personnel responding to an incident, environmental damage, and economic
loss. Three consequence categories are defined in ISO 19906 for Arctic offshore structures: C1 (high
consequence), C2 (medium consequence), C3 (low consequence).

The exposure level of an asset is then determined as a function of the assessed life-safety and
consequence categories. Table 1 is used to determine the exposure level as a function of life-safety
categories and consequence categories [11].

Table 1. Determination of exposure level (based on International Organization of Standardization (ISO)
19906 [11]).

Life-Safety
Category

Consequence Category

C1 High C2 Medium C3 Low

S1: manned non-evacuated L1 L1 L1
S2: manned evacuated L1 L2 L2

S3: unmanned L1 L2 L3

Manned non-evacuated (S1) refers to Arctic offshore structures in which there is no planned
evacuation of personnel prior to a forecasted design environmental loading event. Manned evacuated
(S2) refers to a platform in which evacuation of personnel prior to a forecasted design environmental
loading event is planned. Unmanned (S3) refers to a platform that is not normally manned [11].

For offshore structures, the life-safety and consequence categories and corresponding exposure
levels are defined during the design process and influence the structural capacity of the design to
achieve target safety levels. The application proposed here is for management of operational risk of
Arctic ships. When the perceived risk of operating a vessel in ice is increased, additional operational
restrictions are required to maintain an equivalent risk level.
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2.5. Linking Risk-Based Approach and Polar Rules

Concerning Arctic marine transport, the number of people on board, the amount and type of
potential pollutants being transported, and the characteristics of the operating region directly impact a
vessel’s risk exposure and the severity of consequences. It is logical to account for these higher and
lower risk levels in the rules. From an operational standpoint, an approach that explicitly reflects
life-safety, environmental, and socio-economic consequences in a risk-based framework is needed.

The Polar Code works well for vessel design and class selection, but a more explicit approach
that reflects life-safety and environmental/socioeconomic consequences in a risk-based framework is
needed. A risk-based framework can be linked to the operational limitations of the vessel to support
decision-making (i.e., POLARIS).

3. Arctic Shipping Risk

3.1. Life-Safety and Environmental Consequences

Evaluating life-safety and environmental consequences related to Arctic shipping risks is
challenging. A lack of accident data and experience limits the application of conventional risk
approaches that rely on empirical event probabilities and quantified consequence severities. Alternative,
unconventional risk assessments are necessary.

Marchenko et al. [22] used qualitative, expert-based risk analysis of ship accidents to establish
risk levels for a range of vessel types and incidents in various regions of the Arctic. They established
that the perceived likelihood of high consequence events increases with increasing vessel traffic, the
number of passengers, and the presence of hazardous cargos. They highlighted that the severity of
life-safety and environmental consequences can escalate in the Arctic due to a lack of emergency
response resources and the harsh environmental conditions.

Oil spills are the dominant threat posed by Arctic shipping [8] but evaluating environmental
consequences is complex. The presence of dangerous goods onboard a vessel introduces the risk of
environmental damage, but the consequence severity is not simply a product of accident potential and
oil spill trajectory [23]. An evaluation of environmental risk from an oil spill should consider habitat
exposure areas, recovery potentials of species and habitats, and the current state of the habitats [23,24].
Nevalainen et al. [25] go further, suggesting that risk assessments must consider the entire ecosystem
(rather than species-specific) to identify long-term impacts and provide a holistic understanding of
the impacts of an oil spill. Given the complexity of Arctic oil spills, evaluating oil spill risk requires
multidisciplinary expert knowledge and region-specific analyses.

Evaluating life-safety consequences of Arctic shipping is also complex, with many dynamic factors
(spatial and temporal). The number of passengers and crew on board a vessel and the ability to
mount safe and effective escape, evacuation, and rescue (EER) will influence the severity of potential
life-safety consequences. The rescue of crew and passengers is daunting: Limited regional search and
rescue capabilities, scarce and aging infrastructure, long response times, and inadequate emergency
response capacities for large-scale incidents (e.g., large cruise vessels present a high life-safety risk in
the Arctic) [22,26,27].

Risk-based operational decision-making for ice class vessels should be based on a careful
consideration of all consequences and the integration of multidisciplinary knowledge. Evaluating the
severity of environmental and life-safety consequences is complex with many dynamic factors. The
framework proposed here integrates multidisciplinary knowledge for scenario-based risk management
for ships operating in ice.

3.2. Risk Perspectives and Applications

Different risk perspectives and applications have implications on risk acceptance and operational
decision making. Aven et al. [28] remind us that there is a broad range of complex risk perspectives,
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and risk-based decision-making should aim to incorporate the full range of stakeholders and their
diverse perspectives on risk and consequence (e.g., scientific, economic, social, and cultural).

Goerlandt and Montewka [29] examined a range of risk definitions and perspectives that have
been applied in maritime transportation. Based on this, it can been seen that the risk definition adopted
in POLARIS accounts for the likelihood of an undesirable event (i.e., the vessel incurring ice damage),
but does not account for the relevant consequences of that event. The framework proposed here
aims to complement POLARIS by accounting for the severity of consequences resulting from an ice
damage event.

Similar foundational issues are present in oil spill risk analysis. Parviainen et al. [30] provided
context on the ambiguity in risk perspectives and risk governance related to oil spills in the Barents Sea.
Through the development of qualitative mental models for various stakeholders, they demonstrated
there are multiple ways in which stakeholders define and understand risk, but existing risk assessment
and management practices do not reflect this broad range of perspectives.

Further adding to the complexity of assessing Arctic shipping risk is the treatment of uncertainty,
or strength of evidence. Risk analysis for maritime transportation seldom incorporates an assessment
of uncertainty [1,29] despite the implications it has on risk acceptance and decision making.

The lack of experience and data for Arctic operations has made expert elicitation a common
approach to risk. Expert judgement introduces additional uncertainties and bias that need to be
considered and communicated to decision makers [30,31].

There are also “black swan” events [4,22,32]. These are rare or surprising events with the potential
for severe or extreme consequences that are not captured in traditional risk analyses. As Arctic shipping
activity increases and high risk exposure vessels enter new geographic regions, “black swan” events
should be considered.

Several recent studies have proposed operational risk frameworks for ships in ice with a variety
of risk perspectives and applications. Bayesian networks are a common risk assessment methodology
applied to Arctic shipping. They allow the integration of quantitative and qualitative (e.g., expert
knowledge) data and a means of quantifying uncertainty. Montewka et al. [33] used empirical data sets
and Bayesian networks to assess ship performance (speed) as a function of ice conditions. Such a model
supports operational risk management to avoid besetting in ice and to manage fuel economy. Fu et
al. [34] adopted a Bayesian Belief Network using empirical data supplemented with expert judgement
to assess the risk influencing factors leading to ship besetting.

Bergstrom et al. [35] investigated goal- and risk-based design to assess the performance of
ships operating in ice. The ship is treated as a subcomponent of a larger Arctic marine transport
system, utilizing principles of system-based design. While their intent was to incorporate a risk-based
assessment of system performance at the design stage, their systems thinking approach has merit for
the scenario-based framework proposed here.

Smith et al. [2] used the Functional Resonance Analysis Method (FRAM) to model Arctic ship
navigation as a complex system and analyze the system functions (human, technical, and organizational)
that influence ship performance. While FRAM is not a risk assessment methodology, it promotes a
holistic understanding of system dynamics that can support real-time risk-based decision making.

Figure 1 summarizes the range of factors and foundational issues that should to be considered in
the evaluation of consequences of Arctic shipping.

The risk framework proposed here aims to establish a risk perspective that captures the needs
and interests of the diverse stakeholders of Arctic shipping, and to move towards more holistic risk
management practices.
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4. Proposed Life-Safety and Environmental Consequence Framework

The premise of the proposed life-safety and environmental consequence framework is that if you
have two ships with the same ice class in the same ice conditions, a vessel having higher potential
consequences for life-safety and/or environmental safety should be operated more conservatively.
While two scenarios may have the same structural ice risk, when consequence severities are considered,
the overall risk may be higher or lower and this should be reflected in the required operating limits.

Figure 2 shows the chain of consequences considered in the risk framework presented here. In the
event the structural capacity of a ship’s hull is exceeded, operational intervention measures will be
employed to mitigate consequences. Should these measures be inadequate, EER may be required,
which may have life-safety impacts, and there is the potential for a spill, which may have ecological
and socio-economic impacts.
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4.1. Overview of Methodology

Ship design, class selection, and performance criteria already follow well-established
methodologies that are defined in the Polar Class rules. The approach proposed here is to add
an exposure adjustment term in the POLARIS methodology that reflects the higher consequence
operations. It will also provide a mechanism to recognize measures taken by vessel owners and
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operators for reducing risk. This is relevant for unmanned/autonomous vessels that do not carry
pollutants, as such vessels could be operated more aggressively in a given ice regime with no impact to
life-safety or the environment.

Following a similar approach to that used in ISO 19906, a life-safety category and an
environmental/socio-economic consequence category is used to inform the assessment of a vessel’s
exposure level. The exposure level corresponds to an RIV adjustment factor, similar to the current
approach in POLARIS for the treatment of seasonal ice decay. In doing so, the proposed framework
guides the formulation of a RIO corresponding to the magnitude of life-safety, environmental, and
socio-economic risks and consequences.

4.2. Life-Safety Categories

The proposed risk assessment starts with identification of the life-safety category of a ship, which
is a ranking that reflects its exposure in relation to the safety of crew and passengers. It could also reflect
the response plan adopted by the vessel and emergency response capacities along the planned route.
As an example, the life-safety categories may be divided into four ranges based on POB, as defined in
Table 2.

Table 2. Life-safety categories.

Life-Safety Category Persons on Board (POB) Range

S1: high life-safety POB > 500
S2: moderate life-safety 50 < POB ≤ 500

S3: low life-safety 0 < POB ≤ 50
S4: unmanned / autonomous POB = 0

These life-safety categories are not equivalent to those provided in ISO 19906. ISO 19906 assesses
life-safety for Arctic offshore structures based on site-specific, risk-based, designed EER strategies. It is
recognized that factors influencing life-safety for ships transiting the Arctic (e.g., emergency response
capacities and times, and environmental conditions) will vary spatially and temporally. The life-safety
categories in Table 2 are intended to reflect the scale of search and rescue response operations required
to assist in an emergency. More emergency response resources are required to ensure a safe response for
vessels with higher numbers of POB. The categories provided here are used for illustrative purposes.

4.3. Environmental/Socio-Economic Consequence Categories

The next aspect of the proposed method is assessment of the environmental and socio-economic
consequence categories associated with the vessel and its planned route. Consequences to be considered
may be grouped into region-specific sensitivities, as well as vessel-specific considerations relating to
the amount and type of potential pollutants.

Regulators and government agencies will be responsible for developing policies for Arctic
maritime safety. Policy decisions will need to be informed by many different types of knowledge, such
as multidisciplinary risk analyses, stakeholder engagements, and collaborative mapping. While a
detailed discussion of risk-based policy development is beyond the scope of the present work, there are
important links to the methodology proposed here. It is possible for environmental risk information
to be communicated through geo-spatial maps, similar to those in the Arctic Council’s report on the
identification of Arctic marine areas of heightened ecological and cultural significance [24]. Such maps
can be used to inform operational decision making and route planning.

Proposed approaches for capturing and categorizing these different types of consequences are
described below.
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4.3.1. Protection Status Relating to Socio-Economic Considerations

In the context of the proposed consequence category risk framework, regions of particular
socio-economic value (e.g., local areas of high cultural significance, high significance to traditional
activities, with designated special status such as United Nations Education, Science, and Cultural
Organization (UNESCO) sites, etc.) could be mapped as having a particular Protection (P) category
designation. Such information would indicate areas of high, moderate, and normal status (Table 3).

Table 3. Socio-economic protection categories.

Protection Status Assigned Value

High P = 3
Moderate P = 2
Normal P = 1

These regions can be geographically defined and easily communicated to operators in an automated
fashion, including any special operating considerations required of vessels in these areas. Such an
approach will help streamline regulatory implementation and inform operational planning and
decision-making. Figure 3 illustrates how geographically referenced maps can be used to communicate
regions with socio-economic protection status.
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4.3.2. Ecological Sensitivity Categories

Through ecological risk assessments and marine environmental assessments, it is possible to
model and assess the sensitivity of different species and populations to identify the ecological sensitivity
of geographic regions. Based on ecological characteristics (e.g., endangered species, nesting colonies,
seasonal migrations, etc.), regions could be mapped as having ecological sensitivity (E) category
designations that would indicate areas of high, moderate, and normal ecological sensitivity (Table 4).
Policy information can be communicated in a similar fashion as proposed for regions requiring
socio-economic protection status (Figure 3), including any special operating requirement for vessels in
these regions.
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Table 4. Ecological sensitivity categories.

Ecological Sensitivity Category Assigned Value

High E = 3
Moderate E = 2
Normal E = 1

4.3.3. Spill Consequence Categories

The spill risk for a given vessel will depend on the amount and type of potential contaminant
carried onboard. Through oil spill risk assessments, vessels could be identified as having high, moderate,
or normal levels of potential spill consequence (SC), as presented in Table 5. For example, chemical
tankers carrying large volumes of hazardous liquids would be categorized as having a high SC value,
while a smaller vessel with limited fuel (or that uses a more environmentally friendly fuel) may be
assigned a lower SC value.

Table 5. Spill consequence categories for vessels.

Spill Consequence Assigned Value

High SC = 3
Moderate SC = 2
Normal SC = 1

As with other categories, regulators can specify what, if any, special operating considerations are
required for higher spill consequence vessels.

4.3.4. Protection Status, Ecological Sensitivity, and Spill Consequence Index (PESCI)

The different consequence categories are combined to inform an operational exposure level.
The process is referred to as the Protection Status, Ecological Sensitivity, and Spill Consequence Index
(PESCI) method. A PESCI value is dependent on the socio-economic protection status (P) and ecological
sensitivity (E) categories for the region, and the spill consequence category (SC) for the vessel. PESCI
values are assigned in accordance with Table 6a,b,c, which corresponds to socio-economic protection
category values (P) of 1, 2, and 3, respectively.

Table 6. PESCI values.

a. PESCI Values (P = 1) b. PESCI Values (P = 2) c. PESCI Values (P = 3)

3 2 3 4 3 3 4 5 3 4 5 6

SC 2 1 2 3 SC 2 2 3 4 SC 2 3 4 5

1 0 1 2 1 1 2 3 1 2 3 4

1 2 3 1 2 3 1 2 3
E E E

The PESCI value corresponds to an overall consequence category of high (C1), moderate (C2), or
normal (C3), in accordance with Table 7.

Table 7. Consequence categories.

Consequence Category PESCI Range

C1: high consequence PESCI ≥ 3
C2: moderate consequence 1 < PESCI < 3

C3: normal consequence PESCI ≤ 1
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4.4. Operational Exposure Levels

The next step is determination of the operational exposure level, which is dependent on the
life-safety and consequence categories, as detailed in Table 8. For example, ships with high life-safety
(S1) are designated the highest operational exposure level (L1); ships with a moderate life-safety (S2)
and a consequence category of high (C1), moderate (C2), or low (C3) are designated an operational
exposure level of L1, L2, or L3, respectively.

Table 8. Operational exposure levels.

L
if

e
-s

a
fe

ty
C

a
te

g
o

ry

S1
(high) L1 L1 L1

S2
(moderate) L1 L2 L3

S3
(low) L1 L3 L3

S4
(unmanned) L2 L4 L4

C1
(high)

C2
(moderate)

C3
(low)

Consequence Category

4.5. RIV Adjustment for Exposure Levels

Finally, the proposed approach is incorporated into the existing POLARIS methodology through
adjustment of the calculated RIVs, based on the determined operational exposure level. This is similar
to the existing method to account for observed seasonal ice decay in POLARIS. RIV adjustment factors
corresponding to operational exposure levels are presented in Table 9.

Table 9. Risk Index Value (RIV) adjustment factors for operational exposure levels.

Operational Exposure Level RIV Adjustment Factor

L1 RIVL1 = −2
L2 RIVL2 = −1
L3 RIVL3 = 0
L4 RIVL4 = +1

Once the RIV adjustment factor is identified, a modified RIO is calculated following Equation (2).

RIOmodified = C1× (RIV1 + RIVL) + C2× (RIV2 + RIVL) + · · ·+ Cn× (RIVn + RIVL) (2)

where C1 . . . Cn = concentration (in tenths) of each ice type within the ice regime, RIV1 . . . RIVn = the
corresponding standard RIVs for each ice type (following POLARIS); and RIVL = the RIV adjustment
factor.

The modified RIO is then used as the basis for the selection of one of three levels of operation,
as per POLARIS: ‘Normal’, ‘elevated operational risk’, or ‘operations subject to special consideration’.
The overall process of the proposed risk assessment framework is presented in Figure 4.
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5. Illustrative Example

To demonstrate the application of the proposed risk assessment framework and its impact on
voyage planning and navigation, a fictitious waterway was considered (Figure 5).
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(E = 3). To the south, the stippled region was assigned a moderate socio-economic protection status
category (P = 2). Outside the regions of heightened environmental sensitivity, the ecological sensitivity
and socio-economic protection category values were low (E = P = 1).

The operational exposure for five different vessels was assessed along three different routes.
Based on the assessed risk level and resulting operational criteria, the optimal route for each vessel
was identified.

5.1. Route Identification

The planned voyage departed from a northern port and arrived at a port in the south, as depicted
in Figure 5. Two different ice regimes were present. The ice types and associated concentrations for
each ice regime are presented in Table 10.

Table 10. Ice regimes for illustrative example.

Ice Regime Ice Type Concentration

Ice Regime 1
Thin First Year 5/10th

Grey Ice 4/10th

Open Water 1/10th

Ice Regime 2
Thick First Year 8/10th

Thin First Year 1/10th

Open Water 1/10th

Three different route options were available to transit from the departure port to the arrival port.
Route A was the shortest distance, transiting along the coast through the more severe ice conditions
(ice regime 2) and through the regions with heightened environmental sensitivity. Route B transited
farther from the coast to avoid the regions of heightened sensitivity but remained in the more severe ice
conditions. Route B was a longer distance than Route A. Route C was the longest distance, transiting
the farthest from the coast to remain in the less severe ice conditions (ice regime 1).

Any vessel navigating through this waterway must acknowledge the ice regimes and the regions
of heightened ecological and socio-economic sensitivity. The proposed risk assessment framework
accounted for this and guided the decision on operating criteria for a given vessel.

5.2. Vessel Scenarios

To demonstrate the impact of the life-safety category and the spill consequence category, five
different vessels were selected: A bulk carrier, an oil tanker, a cruise ship, a fishing vessel, and an
autonomous ship. The vessel ice class, POB, associated life-safety category, and spill consequence
value for each vessel is provided in Table 11.

Table 11. Vessel details for illustrative example.

Vessel
Type

Ice
Class

POB
Life-Safety
Category

Spill Consequence
Category

bulk carrier PC5 55 S2 SC = 2
oil tanker PC5 75 S2 SC = 3

cruise ship PC5 2500 S1 SC = 1
fishing vessel PC5 12 S3 SC = 1
autonomous PC5 0 S4 SC = 1

The bulk carrier, with a crew of 55, had a moderate life-safety category (S2) and a moderate spill
consequence (SC = 2). The oil tanker had a high spill consequence category (SC = 3) and a moderate
life-safety category (S2). The cruise ship, with the highest number of passengers at 2500, received a
high life-safety category (S1), but a low spill consequence (SC = 1). The fishing vessel had both a low
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life-safety category (S3) and a low spill consequence (SC = 1). The autonomous ship had an unmanned
life-safety category (S4) and a low spill consequence (SC = 1). All vessels had an assigned ice class
of PC5.

5.3. Results

In this example, four regions required separate risk assessments to evaluate and compare the
routes. The four regions were ice regime 1, ice regime 2, the high ecologically sensitive region, and the
moderate socio-economic protected status region. Three possible routes were considered here:

• Route A passed through all four regions and required assessment of each region.
• Route B avoided the regions of heightened environmental sensitivity and needed only to be

assessed for both ice regimes.
• Route C passed only through ice regime 1.

The risk assessment results for each vessel in each of the four regions are presented in Table 12.

Table 12. Risk assessment results for the illustrative example.

Region Vessel Type PESCI C L RIVL RIO (std) RIO (mod)

Ice Regime 1
E = 1, P = 1

bulk carrier 1 C3 L3 0 25 25
oil tanker 2 C2 L2 −1 25 15

cruise ship 0 C3 L1 −2 25 5
fishing vessel 0 C3 L3 0 25 25
autonomous 0 C3 L4 1 25 35

Ice Regime 2
E = 1, P = 1

bulk carrier 1 C3 L3 0 5 5
oil tanker 2 C2 L2 −1 5 −5

cruise ship 0 C3 L1 −2 5 −15
fishing vessel 0 C3 L3 0 5 5
autonomous 0 C3 L4 1 5 15

High Ecological
Sensitivity
E = 3, P = 1

bulk carrier 3 C1 L1 −2 5 −15
oil tanker 4 C1 L1 −2 5 −15

cruise ship 2 C2 L1 −2 5 −15
fishing vessel 2 C2 L3 0 5 5
autonomous 2 C2 L4 1 5 15

Moderate
Socio-economic

Sensitivity
E = 1, P = 2

bulk carrier 2 C2 L2 −1 5 −5
oil tanker 3 C1 L1 −2 5 −15

cruise ship 1 C3 L1 −2 5 −15
fishing vessel 1 C3 L3 0 5 5
autonomous 1 C3 L4 1 5 15

The standard RIOs (based on the current POLARIS methodology) were equivalent because the
vessels had equivalent ice class (PC5). In ice regime 1 the standard RIO was 25 and in ice regime 2
the standard RIO was 5. This corresponded to an operational criterion of ‘normal operations’ in both
ice regimes. The presence of regions with heightened environmental sensitivity did not impact the
standard RIO.

The proposed risk assessment framework was applied to each vessel as described below.

5.3.1. Bulk Carrier

In ice regime 1, the bulk carrier received an overall consequence category C3 (normal) based on
its moderate spill consequence value of 2. Combined with a moderate life-safety category S2, the bulk
carrier was assigned an operational exposure level of L3 corresponding to an RIV adjustment factor of
0. The modified RIO was equivalent to the standard RIO. A similar result was observed for the bulk
carrier in ice regime 2. The bulk carrier required no operational restrictions in ice regimes 1 or 2.

Due to the bulk carrier’s moderate spill consequence value, the vessel received a modified RIO of
−15 (‘operation subject to special consideration’) in the region of high ecological sensitivity. The bulk
carrier should avoid operating in this region. In the region of moderate socio-economic sensitivity, the
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bulk carrier received a modified RIO of −5 (‘elevated operational risk’). The bulk carrier may operate
in this region with reduced speed, additional watching, or icebreaker escort.

The bulk carrier should avoid operating in the region of high ecological sensitivity due to the high
operational exposure level. Route A was not an option. The bulk carrier can operate along Route B or
C without any operational restrictions. Route B was the optimal choice as it is the shorter distance.

5.3.2. Oil Tanker

In ice regime 1, the oil tanker received a modified RIO of 15 (‘normal operations’). In the more
severe ice conditions of ice regime 2, the modified RIO was reduced to −5 (‘elevated operational risk’).
In both regions of heightened environmental sensitivity, the high spill consequence value of the oil
tanker resulted in a modified RIO of −15 (‘operation subject to special consideration’).

The oil tanker should avoid Route A since operating in either of the environmentally sensitive
regions imposes the strictest operational criteria. Navigation of the oil tanker along Route B would
require reduced speeds, additional watch keeping, or icebreaker escort. Along Route C it could
maintain ‘normal operation’ as this route had the lowest operational exposure.

Note that in the socio-economic protection status region, the moderate spill consequence category of
the bulk carrier resulted in less restrictive operational criteria than the oil tanker (high spill consequence).
This exemplified the impact of differences in spill consequence category on operating criteria.

5.3.3. Cruise Ship

In ice regime 1, the cruise ship received a modified RIO of 5 (‘normal operations’). In ice regime 2
the cruise ship received a modified RIO of −15 (‘operations subject to special consideration’), reflecting
the severe life-safety consequences should an incident occur in this ice regime with 2500 passengers
onboard. Due to the cruise ship’s low spill consequence value, there was no additional consequence
severity for operating in an environmentally sensitive zone. However, the modified RIO remained at
−15 due to its high life-safety category in ice regime 2. Route C was the only option that allowed for
‘normal operations’ for a cruise ship of this size.

It is noted that the operational restrictions for the cruise ship would be much less severe if it were
a smaller expedition cruise vessel with fewer than 500 people on board and/or if the vessel were built
to a higher ice class.

5.3.4. Fishing Vessel

Due to the smaller numbers of POB, the fishing vessel fell within the S3 life-safety category. It is
important to note that this designation was intended only to reflect the reduced scale of search and
rescue response operations required to assist in an emergency for a vessel of this size compared to
vessels with very large numbers of POB. Regardless of the life-safety category designation, adequate
resources need to be in place to ensure safe operations and timely emergency response in all situations.
This categorization should in no way be misinterpreted as placing different valuations on life-safety
under different conditions. The correct interpretation here is that less emergency response resources
are required to ensure a safe response for vessels with smaller numbers of POB than would be required
to respond to vessels with larger numbers of POB.

Similarly, the low volumes of contaminants on board a smaller vessel, such as a fishing vessel,
places it in a low spill consequence category. The goal in all cases is to prevent any potential
environmental damage and minimize environmental impact. The designations proposed here reflect
the fact that fewer resources would be required to respond to a potential environmental event and less
ecological consequence would be expected for vessels that have lower spill consequence values.

For the fishing vessel, given its S3 and C3 designations, its operational exposure was assessed
as low and its modified RIO was equivalent to the standard RIO. In the regions of ecological and
socio-economic sensitivity, the fishing vessel received no adjustment to its operational criteria because
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its consequence severity was low. Normal operations can be maintained along any route. Route A was
the optimal choice as it is the shortest distance.

5.3.5. Autonomous Vessel

The autonomous ship had an unmanned life-safety category and low spill consequence value.
It received an RIV adjustment of +1. This increased the modified RIOs to 35 and 15 in ice regimes 1
and 2, respectively. The autonomous vessel can maintain normal operations along any route. Route A
was the optimal choice as it was the shortest distance.

5.3.6. Comparison of Different Vessel Types

Having assessed all four regions in the waterway, we saw that regions of heightened environmental
sensitivity only influence operational guidance to vessels with potentially higher spill consequence.
This was, in turn, reflected in the viable route options available to each vessel type, as summarized in
Table 13 below.

Table 13. Comparison of viable route options by vessel type.

Vessel Type Route A Route B Route C

bulk carrier ‘do not
proceed’

‘normal
operations’

‘normal
operations’

oil tanker ‘do not
proceed’

‘subject to special
consideration’

‘normal
operations’

cruise ship ‘do not
proceed’

‘do not
proceed’

‘normal
operations’

fishing vessel ‘normal
operations’

‘normal
operations’

‘normal
operations’

autonomous vessel ‘normal
operations’

‘normal
operations’

‘normal
operations’

For the bulk carrier to maintain normal operations and not have to reduce its speed, it needed to
avoid both the high ecologically sensitive region and the moderate socio-economic protected region.
Route A was not an option.

The oil tanker should remain outside both environmentally sensitive regions. Route A was not an
option. Route B was viable but required reduced speeds or other risk mitigation measures. Route C
allowed for normal operations.

The large cruise ship was subjected to the most restricted operations as a result of its high life-safety
category. To maintain normal operations, the cruise ship must select Route C. For cruise companies
looking to build new vessels for operating in such regions, this information could play an important
role in informing the selection of ice class and sizing new vessels, since smaller, higher ice class cruise
ships would have greater operational range with fewer operability restrictions and lower costs for
escort icebreakers.

The fishing vessel and autonomous vessel, given their lower life-safety and consequence categories,
could proceed under normal operations along either Route 1 or Route 2. The autonomous vessel posed
very low life-safety and environmental risk and was permitted to go into more severe ice conditions
with less restrictions, should the owners wish to do so.

6. Benchmark Case Study

The example scenarios presented above are intended to illustrate the overall application of the
framework. A benchmark case study is presented here to demonstrate the application of the proposed
framework using inputs from Arctic marine shipping assessments. The case study considers a cruise
vessel and an oil tanker navigating along the North West coast of Svalbard, Norway, during the summer
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season. Data to support the assignment of life-safety and environmental consequence categories were
obtained from published Arctic marine risk assessments and environmental impact assessments.

Marchenko et al. [22] evaluated the life-safety risk for shipping in five different regions of the Arctic.
Their evaluation was based on accident data, trends in ship activity, and expert knowledge elicitation.
Consideration was given to regional dependencies, such as vessel traffic levels, environmental
conditions, and private/government emergency response capacities. Risk matrices were developed for
the five regions showing the frequency of different accident types for different vessels, and the severity
of the consequences to human health.

Marchenko et al. [22] considered several accident types. For the purpose of this case study, focus
was on damage by collision, recognizing that this captured collisions with ice as well as collisions with
other ships or marine infrastructure. In the waters around Svalbard, cruise vessels are assessed as
presenting a high life-safety risk (S1) and oil tankers are assessed as moderate (S2).

A relative spill consequence category for each vessel was assigned based on data from accidents
with similar vessel types. The Exxon Valdez oil tanker spilled approximately 41,000 m3 of crude oil
after running aground off the coast of Alaska in 1989 [36]. The Motor Vessel (MV) Explorer cruise ship
had approximately 210 m3 onboard when it sank after striking an iceberg off the coast of Antarctica [37].
Based on these values, the oil tanker and the cruise ship were assigned relative spill consequence
categories of high (SC = 3) and low (SC = 1), respectively.

The vessel-specific and environmental-specific consequence category values are presented in
Table 14. For the purpose of this study, both vessels were assumed to have a Polar ice class of PC5.

Table 14. Vessel details for illustrative example.

Vessel
Type

Ice
Class

Life-Safety
Category

Spill Consequence
Category

cruise vessel PC5 S1 SC = 1
oil tanker PC5 S2 SC = 3

The Arctic Council [24] has reported areas of heightened ecological sensitivity throughout the
Arctic, including around Svalbard. Their evaluation considers the impact of Arctic oil spills and other
Arctic shipping-related threats on fish, bird, and mammal activities (e.g. migration, breeding, feeding,
etc.). The regional sensitivities have a seasonal dependence. During the summer season, a large seabird
breeding colony is present off the NW coast of Svalbard (Figure 6). This region is evaluated as having a
high ecological sensitivity to oil spills (E = 3).
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The Arctic Council reported that the information necessary to evaluate culturally significant regions
in the Arctic was not available at this time [24]. In the absence of this data, a default socio-economic
protection category of low (P = 1) will be used for the purpose of this case study.

The ice conditions on 16 June 2019 were used for the case study, as reported by the Danish
Meteorological Institute and presented in Figure 7. Two separate ice regimes overlap with the seabird
breeding colony off the NW coast. The ice regimes are reported using Egg codes [38]. To the south and
nearest to shore (Egg Code ‘G’) is one-tenth total concentration of thick first-year ice. Adjacent and to
the north (Egg Code ‘C’) is more severe ice, reported four-tenths old ice, two-tenths thick first-year,
and one-tenth medium first-year ice.
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The results of the risk assessment are presented in Table 15. Having been assigned a Polar class
PC5, both vessels received standard RIOs of 27 in the ice regime ‘G’ (less severe ice conditions), and
2 in regime ‘C’ (more severe ice conditions). Based on the standard RIOs, the current POLARIS
methodology would allow both vessels to undertake ‘normal operations’ in either ice regime.

Table 15. Risk assessment results for the benchmark case study.

Region Vessel Type PESCI C L RIVL RIO (std) RIO (mod)

Ice Regime G oil tanker 1 C2 L1 −2 27 7
cruise ship 3 C3 L1 −2 27 7

Ice Regime C oil tanker 1 C2 L1 −2 2 −18
cruise ship 3 C3 L1 −2 2 −18

Following the proposed risk assessment framework, both vessels were assessed as having
a high operational exposure level, given the combinations of vessel type, ice conditions, and
ecological sensitivity.

The cruise vessel had a high life-safety consequence value, which resulted in a high operational
exposure level. In the less severe ice regime (‘G’), the modified RIO was reduced to 2. This still
allowed for ‘normal operations’ in this ice regime. In the more severe ice regime (‘C’), the cruise vessel
received a modified RIO of −18 (‘operations subject to special consideration’). Given the life-safety
consequence of cruise vessels operating around Svalbard, this ice regime should be avoided and the
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vessel should either choose an alternate route or delay operations in this region until ice conditions
become less severe.

The oil tanker had a moderate life-safety consequence value and a high spill consequence value.
Combined with the high ecological sensitivity of the region, it received a high operational exposure
level. In the less severe ice regime (‘G’), the oil tanker received a modified RIO of 2, allowing ‘normal
operations’. In the more severe ice regime (‘C’), the oil tanker received a modified RIO of −18, requiring
‘operations subject to special consideration’. Given the severity of the ice conditions, the high spill
consequence, and the high ecological sensitivity related to the presence of the summer seabird breeding
colony, the oil tanker should avoid operations in this ice regime and select an alternate route.

7. Discussion

It has been demonstrated that increased Arctic shipping activity poses potential risk to life and
environmental safety. Nevertheless, it must be recognized that Arctic shipping brings positive economic
impacts to Arctic communities and nations [8]. A balance must be sought between the mitigation of
risk and the realization of benefits [9].

The proposed framework does not aim to apply restrictions that are so stringent that the benefits
of Arctic shipping cannot be realized. Under normal circumstances when vessels are transiting areas
that do not have protected status and have normal ecological conditions (e.g., no sensitivities) then no
changes in operating limits are required. If an area has been identified as having higher sensitivities or
the vessel is carrying a large amount of potential contaminant or a large POB, adjustments to operating
limits or deviation of route may be required.

The current methodology for assessing the operational limits of a vessel in ice (i.e., POLARIS)
accounts only for the likelihood of ice damage. The risk assessment framework proposed here links
with the current POLARIS methodology and provides operational guidance considering life-safety,
environmental, and socio-economic consequences that can result from ice damage. Such an approach
promotes Arctic marine safety and the protection of the Arctic environment and its stakeholders.

The proposed framework provides a methodology to incorporate varying risk perspectives into
an operational decision support tool. It provides an avenue to capture risk profiles for different vessels,
input from local communities and stakeholders, input from marine environmental impact assessments,
and input from other marine risk assessments.

There are existing geographic information system (GIS)-based technologies that could support the
calculation and communication of this information on the bridge of a ship, such as the Canadian Arctic
Shipping Risk Indexing System (CASRAS), an e-navigation tool combining information on historic ice
conditions, marine protected areas, community services, and mariner knowledge [40].

Marine operations, particularly in the Polar regions, are complex socio-technical systems. Risk
management should take a holistic, multidisciplined approach. To move towards a more holistic
assessment of risk, stakeholder engagement is necessary to establish the range of risk perspectives
from those affected by and involved in Arctic shipping. The severity of consequences resulting from
an accident in the Arctic will depend, in part, on availability and capacity of emergency response
resources. Methods for incorporating system thinking is an area requiring future research.

There are ice class design attributes that contribute to mitigating life-safety and environmental
risk (e.g., double hull oil tankers) and not all ice damage results in EER or an oil spill. These factors
require consideration in the determination of a vessel’s operational exposure level.

This framework provides a potential avenue for linking diverse research across a range of fields
including engineering, as well as biological, physical, and social sciences, as demonstrated in the
benchmark case study. A multidisciplinary approach can help inform decision making at operational
and regulatory levels.

It is important to note that the specific values and levels of granularity proposed here for the
various risk indices are starting points for discussion, to be debated and subjected to robust calibration
exercises. This will require input from ongoing scientific research across multiple disciplines.
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Next steps include further investigation of the proposed life-safety and consequence categories and
operational exposure levels, as well as calibration of RIV adjustment factors. The efficacy of operational
risk mitigation strategies requires further research and validation. Empirical data should be collected
to strengthen the knowledge underlying the calibration of the proposed framework. Implementation
of this methodology in a GIS-based software would simplify application of this approach and could
accelerate verification and calibration.

8. Conclusions

A new framework was presented which augments the current POLARIS methodology to model
the potential consequences of ice-induced damage. The framework incorporates the magnitude of
life-safety and environmental consequences to support operational decision making for ships operating
in Polar regions. The proposed framework complements the existing POLARIS methodology and
guides the formulation of RIVs for varying risks and consequences. The outcome is that vessels of
a given ice class with higher potential life-safety, environmental, and socio-economic consequences
should be operated more conservatively. Mitigating measures, such as reducing the number of people
on board, selecting more environmentally friendly fuels, specifying a higher ice class during design, or
incorporating operational measures (e.g., support icebreakers) can enhance the operability of the vessel.
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Featured Application: The trajectory and geometry of oil film could be predicted at a certain

future moment to provide an effective method for the emergency treatment of maritime oil spill.

Abstract: This paper presents a three-dimensional numerical simulation model of an oil spill for
application in emergency treatment methods under icy water conditions. The combined effects
of wind, wave, current and ice implemented in our model correspond to Arctic Ocean conditions.
A discrete element method combined with an overset grid was adopted to track the trajectory
movements of oil film with medium-density ice floes and simulate the flow field of moving ice of
large displacement in six degrees of freedom (6DOF). The probability of oil spill area extensions were
estimated by a response surface method (RSM). Results showed reduced risk of pollution in icy water
conditions and greater drift action of oil film. Accordingly, the spraying location and quantity of
oil-dispersant could be rapidly specified.

Keywords: arctic ice; oil spill; discrete element method; pollution prediction; 6DOF model

1. Introduction

In recent years, ice-free areas in the Arctic Ocean increased especially during summer months.
This increased business utilizing deep waters in this region [1]. With the opening of the Arctic
Shipping Route, oil spill accidents from irregular operations or ship collisions in icy Arctic waters
can cause tremendous damage to the aquatic ecosystem [2]. The oil spill is a serious pollution
problem for the marine environment, as well as a concern for the survival quality of fish and algae [3],
particularly in fragile Arctic regions. The hydrocarbons contained in petroleum can seriously damage
the physiological and biochemical processes of marine organisms. Therefore, it is imperative to study
emergency methods to treat ship oil spills. The diffusion and drift of oil films on the water surface,
as well as the spread of oil under ice or trapped by ice floes, can be simulated to protect the Arctic
maritime environment.

Oil-spill behaviors in ice-free waters have been researched systematically since the 1970s. In
this work, the convection diffusion equation was considered suitable for the prediction of oil-spill
diffusion under water [4]. In this paper a buoyant jet model based on the Lagrangian control volume
method was established. The method considered both the diffusion and dissolution processes of oil
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spills [5]. Additionally, the “particle flow” method was used to calculate the transport positions of
oil particles at each time step to simulate the transport process of the oil film and associated oil-spill
trajectory [6]. The trajectory of oil-spill diffusion on the sea surface was presented visually using a
discrete phase model (DPM) in FLUENT software [7]. The Sea Track Web system was applied for oil
drift forecasting [8].

The forecasting of oil spills in water is complex, and the presence of ice in cold waters increases
further the difficulty of this research. This is because of the fundamental interaction among different
ice blocks that possess different equilibrium thickness in cold and warm open waters [9]. Depending
on the natural geographic condition of the Bohai Sea, a dynamic sea ice model has been developed
to understand the effects of various forces on sea ice movement [10]. Based on continuum theory,
the viscous-plastic constitutive relationship of sea ice was analyzed to forecast the movement of an
oil spill with different ice densities [11]. The morphology of “oil particles” was used to establish the
drift-diffusion model of the oil spill [12]. Afterwards, the evaporation and emulsification processes
were added to the forecasting of oil spills in the pack ice area to correct the drift equation [13].
A surface current model and a sea ice model were combined to simulate the oil slick movement process,
including drifting, spreading, evaporation and emulsification [14]. However, in its current model, the
waves on the sea surface were neglected, and only the oil spill on the ice surface could be forecasted.
The movement of an oil spill under ice was observed with the help of 3-D under-ice imagery from
an autonomous underwater vehicle [15]. Nevertheless, the spread of an oil spill under the ice was
difficult to predict precisely.

The objective of this work has been to consider synthetically the real environmental elements of
wind, current as well as waves in the Icelandic Sea of the Arctic Ocean with the aim to simulate an
authentic environment flow field for the prediction of oil-spill trajectory. To achieve this, the multi-phase
volume of fluid method (VOF) [16] and discrete element methods (DEM) [17] were adopted to track the
non-linear free surface and establish a three-dimensional icy waters model. The Eulerian–Lagrangian
method was applied to simulate the movement of the oil spill in ice-infested and ice-free waters. To
shorten the forecasting time, the response surface method (RSM) [18] was used to fit the functional
relationship between the oil-spill variables and various responses.

2. Modelling Methods

Based on the unique characteristics of the Arctic sea, the combined influences of wind, current,
wave and sea ice were considered with the aim to establish a three-dimensional numerical model of a
ship oil spill. The oil, air and water were separated into three insoluble phases. The air phase assumed
steady wind and the water phase assumed combination of current and non-linear waves. The VOF was
used to track the free surface of the air–water phase interface and DEM helped idealize the interactions
between ice floes. A Eulerian–Lagrangian discrete method was applied to simulate the movement of
oil. Accordingly, instead of static analysis, a six degrees of freedom (6DOF) dynamic simulation code
was introduced to control the pitching motion and horizontal displacement of ices. The oil trajectory
dynamic variation was achieved by coupling the movement of floating ice and oil drift.

2.1. VOF Method

The sea surface with wave was presumed as an air–water interface, and the oil spill from
underwater to water surface was a three-phase oil–water–air flow. Therefore, the VOF was adopted to
track the free surface of the water [19]. The VOF method tracked the fluid flow in each control cell by
constructing a fluid volume fraction function to inform the free surface shape with its function and
derivative values [20]. When the specified phase fluid was located at the lower left of the grid element,
the lower left vertex was the datum, while the fluid was in another orientation, and the datum was
obtained by coordinate flipping. The outward normal in a free surface grid was taken as the unit of
the outward normal vector. The horizontal direction was the X axis and the vertical direction was the
Y axis. The fluid volume fraction function Fq satisfied Equation (1) [21]. If Fq = 1, the entire cell
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consisted of the q-th phase fluid; if Fq = 0, there was no q-th phase fluid in the cell; and if 0 < Fq < 1,
the cell was considered as an interface cell. Fq was a continuous function of time and space, and the
sum of the volume ratios

∑
Fq of each phase q was 1. In the VOF method, the physical parameter ϕ

was calculated by Equation (2).

∂Fq

∂t
+
∂
(
uFq

)

∂x
+
∂
(
vFq

)

∂y
= 0 ,

∑
Fq = 1 (1)

ϕ =
∑
ϕqFq (2)

2.2. Discrete Element Method (DEM)

The interactions among sea ice cells were modeled by DEM. In the normal direction, the cells in
DEM can be regarded as being connected by a damper and a spring in parallel. In the tangential direction,
they could be assumed connected by a spring, a damper and a sliding friction device [22]. During the
interaction process, the viscoelastic forces among cells resulting from their relative velocities and elastic
deformations were considered, and the shear force was computed according to Mohr–Coulomb [23]
friction law. The normal force between two ice cells was given by Equation (3). The tangential contact
force between oceanic ices was expressed by Equation (4), and Kt was set to 60% of normal stiffness.

Fn
n = Knδi j −CnVi j·n (3)

Fn
t = min

((
Fn−1

t −Kt∆t
(
Vi j·t
))

, µFn
n

)
(4)

2.3. Eulerian–Lagrangian Method

The diffusion and drift of oil film were computed by the conservation law of mass and momentum
based on the convection–diffusion equation to simplify the coupling of the particle motion, chemical
dynamic and hydrodynamic equations [24].

The ocean transport convection–diffusion equation was expressed in Lagrangian format as
Equations (5)–(7). Differential dispersion was expressed by Equations (5)–(8) [25].

DC

Dt
=
∂

∂z

(
k
∂C

∂z

)
+ KH∇2C (5)

∇2 =
∂

∂x2 +
∂

∂y2 (6)

D

Dt
=
∂

∂t
+ u
∂

∂x
+ v
∂

∂y
+ w

∂

∂z
(7)

DC

Dt
=

CK+1
Q
−CK

P

∆t
(8)

After the time ∆t, this micelle arrived at position Q, and position P could be calculated by the
velocity field along the trajectory of the substance micelle [26].

The amount of oil spill was expressed as a release of particles. Thus, when the thickness of an oil
film on the water surface reached a terminal value (the mass balance of oil spill), the oil layer could be
regarded as a spatial mapping distribution of particles. Slick thickness h in grid cells was calculated by
Equation (9).

h =
∑ Vi

∆A
(9)
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The Euler–Lagrangian method was then used to establish a drift–diffusion model of oil spill on
the seawater surface. The equation of motion was expressed as Equation (10). The diffusion coefficient
of the oil film was expressed as Equation (11).

∂h

∂t
+
∂h(u + τx/ f )

∂x
+
∂h
(
v + τy/ f

)

∂y
=
∂2Dsh

∂x2 +
∂2Dsh

∂y2 + Rh (10)

Ds = gh2(ρw − ρo)ρo/ρw f (11)

3. Numerical Simulation of Oil Spill

3.1. Simulation of Oil-Spill Drift

The wind and current were assumed to affect the centroid of the oil film. The Eulerian–Lagrangian
tracking method was adopted to simulate the drift trajectory of the oil film centroid on the water
surface as Equation (12) which explained the initial position S0 of the oil film centroid drifting to the
new position S after a time ∆t. UL was calculated by Equation (13) and aw was commonly ranging
from 0.03 to 0.04. S was expressed as Equations (14) and (15). The velocity vector of oil-spill drift is
shown in Figure 1.

S = S0 +

∫ 0+∆t

0
ULdt (12)

UL = a f U f + awUw (13)

x, = x0 + u∆t + iw·Uw·sinθ (14)

y′ = y0 + v∆t + iw·Uw·cosθ (15)

 

𝜕ℎ𝜕𝑡 + 𝜕ℎ(𝑢 + 𝜏௫/𝑓)𝜕𝑥 + 𝜕ℎ൫𝑣 + 𝜏௬/𝑓൯𝜕𝑦  =  𝜕ଶ𝐷௦ℎ𝜕𝑥ଶ + 𝜕ଶ𝐷௦ℎ𝜕𝑦ଶ + 𝑅௛
𝐷ୱ  =  𝑔ℎଶ(𝜌௪ − 𝜌௢)𝜌௢/𝜌௪𝑓

𝑆଴𝑆 ∆𝑡 𝑈௅ 𝑎௪𝑆
𝑆 =  𝑆଴ + න 𝑈௅𝑑𝑡଴ା∆௧

଴𝑈௅  =  𝑎௙𝑈௙ + 𝑎௪𝑈௪𝑥 ,  =  𝑥଴ + 𝑢∆𝑡 + 𝑖௪ ∙ 𝑈௪ ∙ 𝑠𝑖𝑛𝜃𝑦 ,  =  𝑦଴ + 𝑣∆𝑡 + 𝑖௪ ∙ 𝑈௪ ∙ 𝑐𝑜𝑠𝜃

𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛
𝑀 𝐷𝑈ሬሬ⃗𝐷𝑡  =  −𝑀𝑓𝑘ሬ⃗ × 𝑈ሬሬ⃗ + 𝐴𝜏௔ሬሬሬ⃗ + 𝐴𝜏௪ሬሬሬሬ⃗ − 𝑀𝑔 ∙ 𝑔𝑟𝑎𝑑𝐻 + 𝐹⃗

Figure 1. Velocity vector synthesis of oil-spill drift.

3.2. Simulation of Ice-Floes Drift

The short-time prediction model of ice-floes movement was based on momentum conservation
and mass continuity equations, therein, the critical step was to determine the constitutive relation of
the ice internal force. The constitutive relation of the ice floes could be divided into two categories,
based on the continuum and discrete medium. According to different ice densities, the viscoplastic
constitution was adopted for continuous ice floes, and the collision-type constitutive relation was
employed for the edge ice belts with discrete medium properties. Two types of equations were
combined for the hydrodynamic model of ice floes, as shown in Equations (16)–(18). Equation (16)
presented the momentum balance equation. Equations (17) and (18) presented mass conservation; and
di f f usion represented the term of energy diffusion. In the prediction model, the Coriolis force, the
ocean surface slope and thermodynamic terms were assumed negligible.

M
D
→
U

Dt
= −M f

→
k ×

→
U + A

→
τa + A

→
τw −Mg·gradH +

→
F (16)
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∂ha

∂t
+
→
U·∇ha = Φh + di f f usion (17)

∂A

∂t
+
→
U·∇A = ΦA + di f f usion (18)

3.3. Numerical Model

A continuous oil-spill accident, which happened in the geographical range of 66◦24′ N to 66◦27′

N and 15◦42′ W to 15◦54′ W, was simulated here. It was assumed as a static point source in the
environmental conditions of waters near Iceland. As shown in Figure 2, the location of the oil spill
was identified as Point A (66.43◦ N, 15.79◦ W). The parameters used in this model are shown in
Table 1. Some parameters on the behavior of oil refer to the obtained marine characteristics [27] and
the sensitivity studies by Ross and Dickins [28].

 

𝜕ℎ௔𝜕𝑡 + 𝑈ሬሬ⃗ ∙ ∇ℎ௔  =  𝛷௛ + 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛𝜕𝐴𝜕𝑡 + 𝑈ሬሬ⃗ ∙ ∇𝐴 =  𝛷஺ + 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛
′ ′

′ ′

 

∙

Figure 2. Computational domain of Icelandic waters.

Table 1. The parameters used in the oil-spill model.

Properties Parameters

Location 66.43◦ N, 15.79◦ W

Release situation Accidental ship leakage

Spill rate 15 kg/s

Spill duration 200 s

Oil density 840 kg/m3

Oil viscosity 500 mPa·s

seawater density 1025 kg/m3

ice density 910 kg/m3

Ice diameter 5 m

Ice concentration Medium (30–80%)

The computational domain (Figure 3) had a dimension of 2000 × 1000 × 500 m, with the air domain
on the top, water domain on the bottom, and the free surface at the height of 400 m. The smallest
grid cell was 0.005 m, and there were 1.35 million cells in total. The oil-spill spout was set as 2 m in
diameter. The oil spurted vertically from 0.5 m underwater, and was located at 100 m to the left end of
the domain. The left side of the domain was the speed inlet; the right side was the pressure outlet; the
upper and lower boundaries were wave-eliminating.
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𝑘 − 𝜀 

Figure 3. Computational domain.

The grids were locally refined around the free surface and the oil spout. The girds refinement aimed
to capture the flowing details preferably without significantly increasing the amount of calculation,
especially in the small domain near the free surface and the oil spout (to guarantee grids with more
than 20 layers in the wave height direction, 80 grids at one wavelength, surface grids refinement
near the oil spout of 25%), as shown in Figure 4, and a three-dimensional implicit unsteady model
of the marine environment was established. The dominating equations involved in the numerical
calculation were the fluid continuity equation, mass conservation equation, and momentum equation
(Navier–Stokes equation) [29]. The VOF method was adopted to describe the three-phase oil–water–air
flow. The waves were fifth-order VOF waves with a wavelength of 60 m and a wave height of 1.5
m, which were initialized and shown in Figure 5. The drift of ice floes was simulated by DEM. An
ice ejector was constructed using Lagrangian discrete particles, and each ice floe was simulated as a
round, flat particle with a thickness of 0.2 m [30]. It was presumed that there were mutual collisions
between ice floes without fragmentation and the particles were randomly sprayed in accordance
with the derivative components of grid arrangement. After the ejector generated ice floe particles for
100 s, the oil-spill accident was initiated. This time point could be approximated as the completion
of the ice-field initialization. The k − ε model was selected to present the turbulence mode and the
computational step was set to 1 s.

 

𝑘 − 𝜀 

 
Figure 4. Grids’ refinement around the oil spout.

 

Figure 5. Initialization of free surface wave.

86



Appl. Sci. 2020, 10, 1394

A series of meshes ranging from 10.2 to 14.6 million elements were made as an example case,
where 10.2, 12.2 and 14.6 million elements are designated as the coarse mesh, the medium mesh and the
fine mesh, respectively. The computational time of the medium mesh was approximately 80 h, which
was 3 times faster than that of the fine mesh using the 64-bit operating computational system, 3.8 GHz,
32 Core Processors with 8 GB RAM. The computational time of the coarse mesh was approximately
50 h with the same computational parameters. Thus, the medium mesh parameters were considered
appropriate for this study.

3.4. Characteristics of Oil Spill in Icy and Ice-Free Waters

The oil spill behavior was simulated for both open (ice-free) and icy water conditions under the
same sea state. The oil diffusion trajectories for open waters and icy waters are shown in Figures 6
and 7, respectively. The blue color represents the oil film and the other colors represent the ice floes on
the sea surface. In icy waters, the extent of the oil spill was obviously suppressed and its distribution
was relatively narrow. Its maximum drift distance and maximum diffusion area radius were much
smaller than those in open waters. At the time of 500 s, in open waters, the maximum drift distance
of the oil spill was 1.2 km in the horizontal direction and 0.6 km in the vertical direction; in icy
waters, the maximum oil-drift distance was only 0.7 km in the horizontal direction and 0.1 km in the
vertical direction. The main direction of oil-spill diffusion was affected by wind and waves under both
conditions. In ice-free waters, the oil film was widely spread on the sea surface, whereas in icy waters,
a band-like distribution was observed.

 

 
(a) T = 200 s 

 

(b) T = 350 s 

Figure 6. Cont.
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(c) T = 500 s 

Figure 6. Oil diffusion trajectories for open waters.

 

 

(a) T = 200 s 

 

(b) T = 350 s 

 

(c) T = 500 s 

Figure 7. Oil diffusion trajectories for icy waters.
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Although the presence of ice was observed slowing down the oil diffusion rate, the blending
of ice and oil would increase the difficulty of oil recovery. The response measures for the oil spill
should, therefore, be adopted in a timely manner according to the oil-spill trajectory. In the forecast
area of the oil spill, the enclosure and control facilities should be deployed to prevent the wide-area
oil-spill accidents.

In icy waters, the oil diffusion was affected by wave action on the free surface. These diffusion
trajectories are shown in Figures 8 and 9, where the red portion represents the seawater, the blue
portion represents air and the interface between the two is the free surface. The black parts indicated
the ice floe particles that rose and fell with the waves. The oil diffusion was represented by contours
and the oil spout was located at y = 0 m. Oil drift could be observed along the horizontal direction
with time and the thickness of the oil film changed continuously, representing a simultaneous process
of drift and diffusion.

 

 

(a) y = 5 m 2.34 s 

 

(b) y = 10 m 5.64 s 

 

(c) y = 15 m 9.48 s 

Figure 8. Three-phase distribution of oil–water–air for icy waters at the oil emerging time.
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(a) y = 5 m 10.14 s 

 

 

(b) y = 10 m 10.14 s 

 

(c) y = 15 m 10.14 s 

/𝐦 /𝐬 W /𝐦 𝐦

Figure 9. Three phase distribution of oil–water–air for icy waters at 10.14 s.

The width and thickness of the oil film are shown in Table 2. Note that the oil particles presented
not only on the free surface but also below-the-water surface. This portion of oil gradually rose within
the water until contacting the ice, and then spread to the surrounding water. The drift of the oil spill
was evident in the simulation and the drift distance changed significantly. However, the change in the
thickness of the oil film was not prominent. Therefore, it was concluded that the expansion mode of an
oil spill in medium icy waters was dominated by drift motion.

Table 2. Numerical results of drift and diffusion of oil film.

Position of y/m Time(t)/s Width of the Oil Film/m Thickness of the Oil Film/m

y = 5 2.34–10.14 2.67–6.46 1.82–1.99
y = 10 5.64–10.14 2.96–9.51 1.44–1.94
y = 15 9.48–10.14 2.72–4.10 1.23–1.34

3.5. Interaction of Ice and Oil

Considering current, wind and waves, the movement of ice floes with 6DOF included rolling,
pitching and heaving motions on the water surface. The overset grid [31] technique was used to simulate
the flow field of moving ice with large displacement. This technique simplified the construction
of computational grids about complex geometries and allowed relative motion between embedded
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grids. Based on interpolating connections in every step in the time direction, at the state of ice floes
flow associated with the non-linear wave, the background mesh established in the static domain was
adopted to simulate the far field in water and the valid configurations of overset mesh were refined
around boundaries consisting of ice particles.

In the oil-spill model, oil density and ice diameter were set at 840 kg/m3 and 1.5 m, respectively.
As shown in Figures 10 and 11, there were two main movements: (a) oil trapped under the ice floe
while it rose to the surface and encountered the ice; (b) oil trapped by slush or brash (broken) ice
and diffused to the surface of ice, which was consistent with the features of oil spreading in medium
ice-density waters [9,11]. At the plane section of y = 0 m and y = 0.25 m, the oil drifted to 4.06 m at 3 s,
and the horizontal and vertical displacement of the ice flow in the vicinity of the water surface were
1.61 m and 0.19 m, respectively. The pitch amplitude only increased from 0 to 6.0 deg. This is a small
increase mainly affected by currents and waves. Due to the fact that the velocity in the y direction was
limited to 10% of the wind velocity, the roll motion was completely negligible.

 

 

(a) y = 0 m 0.1 s 

 

(b) y = 0 m 1 s 

 

(c) y = 0 m 3 s 

Figure 10. Oil-spreading characteristics of the ice particle with six-degrees-of-freedom (6DOF)
movement at y = 0 m plane section.
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(a) y = 0.25 m 0.1 s 

 

(b) y = 0.25 m 1 s 

 

 

(c) y = 0.25 m 3 s 

𝑦ො(𝑥)  =  𝑎 + ෍ 𝑏௜𝑥௜௡ᇱ
௜ ୀ ଵ + ෍ 𝑐௜𝑥௜ଶ௡ᇱ

௜ ୀ ଵ + ෍ ෍ 𝑑௜௝𝑥௜𝑥௝ +௡ᇱ
௝வ௜

௡ᇱିଵ
௜ ୀ ଵ 𝜀

  𝑥ଵ   x௜  =  (𝑥ଵ, 𝑥ଶ, 𝑥ଷ, … , 𝑥௠),
 ሼ(𝑥௜ , 𝑦௜)ሽy௜  =  (𝑦ଵ, 𝑦ଶ, 𝑦ଷ, … , 𝑦௡) 
 

Figure 11. Oil spreading characteristics of the ice particle with 6DOF movement at y = 0.25 m
plane section.

4. Prediction of Oil-Spill Pollution Area

Once an oil-spill accident has occurred in icy waters, it is nearly impossible to clean up the oil by
mechanical technology. Thereby, a low-temperature oil-dispersant could be adopted as the treatment
method. The diffusion process of oil dispersants could be negligible because they attach themselves
onto the surface of oil film [32]. However, the presence of fast-moving or drifting ice in Arctic waters
will affect both oil and oil-dispersants irregularly during the spreading process. Therefore, it will be
difficult to control the dosage of oil dispersants and might lead to severe damage to the Arctic Ocean
environment. Accordingly, the changing extent of the oil-contaminated area in icy waters should be
predicted as soon as possible in order to introduce effective emergency treatment.

For this purpose, approximate modeling technology utilizing a regression analysis to fit factors
and responses was adopted. The RSM was used to establish an approximate model to depict the
relationship between the responses for its benefits of simple mathematical expression, small calculation
amount and fast convergence speed. The response surface in the form of polynomial function was used.
The polynomial function response surface was verified with good fitting accuracy and calculation
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efficiency for the input–output relationship of most data structures. The relationship between factors
and responses in the approximate modeling could be described by Equation (19).

ŷ(x) = a +
n′∑

i = 1

bixi +
n′∑

i = 1

cix
2
i +

n′−1∑

i = 1

n′∑

j>i

di jxix j + ε (19)

The polynomial function was adopted by RSM to fit the approximate model of the design space.
The procedure for constructing the approximate model of the oil spill area used a third-order RSM,
which was listed as follows:

1. The sample point x1 was determined to construct the approximate model in the design space
using the experimental design methodology, where xi = (x1, x2, x3, . . . , xm), and m was the
number of design variables. The data of sample points were the centroid coordinates (X, Y),
area S, perimeter C’, horizontal maximum distance L and vertical maximum distance D of the
contaminated area, which were extracted from the numerical results of oil spill diffusion at
different times as presented in Section 3.4 (i.e., 40 s, 80 s, 120 s, 160 s, and 200 s).

2. A series of sample pairs of designated variables and responses
{
(xi, yi)

}
were computed by the

model, where yi = (y1, y2, y3, . . . , yn) was the response of the oil-spill area, and n was the
number of sample points designed for the test.

3. The regression analysis using RSM was conducted to obtain an approximate model of the oil-spill
area. The multiple correlation coefficient was adopted to evaluate the credibility of the response
surface model. If the requirements were met, this model could be applied to the subsequent
optimization computation. Otherwise, the credibility of the model could be improved by changing
the model type and increasing the sample points.

The oil-spill area at a certain future time was predicted by the function that described the
relationship between variables and responses. The appropriate equivalent weight of oil dispersants
could be determined based on the oil-spill area to implement the emergency treatment. In order to
shorten the calculation time, the prediction of the oil-spill pollution area was used as the continuation
and supplement of the oil trajectory simulation. Accordingly, the response surface model could be
established by using source data of the oil spill, which were attained from the numerical calculation
results of Section 3 shown in Table 3. In order to improve the accuracy of fitting function, the functional
relationship among t, (X, Y), C’, L, and D was correlated by the fourth-order and sixth-order models.
The design variable was t and the responses were X, Y, C’, L, and D. The fourth-order and sixth-order
models are shown in Equation (20).

x = 0.00000003t4 + 0.0000006t3 − 0.0027t2 + 0.8342t + 94.618
y = −0.00000000005t6 + 0.00000003t5 − 0.000008t4 + 0.0009t3 − 0.0498t2

+ 1.1752t− 4.6404
L = 0.0000003t4 − 0.0001t3 + 0.0077t2 + 1.2593t + 97.143

D = −0.0000001t4 + 0.00002t3 − 0.0291t + 9.6553
C′ = −0.000000002t6 + 0.000001t5 − 0.0003t4 + 0.0243t3 − 1.0821t2 + 21.627t

− 67.344

(20)
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Table 3. Oil-spill parameters extracted from oil-spill trajectory simulation.

Time(t) /s Area(S) /m2 Perimeter(C’) /m Centroid Centroid (X)/m Coordinate Coordinate (Y)/m Horizontal Maximum Distance (L)/m Vertical Maximum Distance (D)/m

5 65.33 40.88 103.99 3.09 108.06 7.28
10 100.23 41.6 104.01 3.14 111.91 7.5
20 214.91 63.75 109.16 4.5 121.7 12.05
25 331.59 86.64 113.91 4.93 130.03 13.23
30 354.71 95.52 116.56 4.46 135.42 11.73
40 476.29 121.62 123 4.31 149.24 11.76
50 500.27 148.83 128.49 2.75 162.32 8.27
60 524.14 186.14 133.57 2.56 181.61 9.08
70 772.1 236.14 143.35 2.71 207.39 10.28
75 775.34 254.93 145.48 3.61 208.27 11.01
80 1138.79 302.18 154.09 4.98 224.39 15.93
90 1173.98 309.93 145.95 5.33 220.1 17.39
95 1262.44 346.96 147.97 6.16 220.89 21.58

100 1535.68 351.8 152.47 7.63 222.3 28.44
110 1618.11 408.45 151.36 7.93 222.72 30.97
120 2236.59 484.88 162.31 9.24 242.96 35.7
125 2291.43 454.33 168.08 8.13 251.08 32.12
130 2369.06 474.85 168.84 7.27 256.49 29.33
140 2423.48 432.39 176.93 6.63 266.22 24.62
150 2819.96 489.75 181.67 6.85 285.7 29.66
160 3344.54 690.65 173.01 11.14 270.35 55.5
170 3415.69 703.94 189.05 10.32 288 38.41
175 3674.69 883.42 190.71 11.51 306.49 45.38
180 3943.54 987.46 194.54 12.25 308.54 44.42
190 4225.53 942.32 202.43 10.35 338.16 41.04
195 4361.73 727.68 200.25 11.74 315.29 43.76
200 4792.95 707.69 207.89 10.7 340.31 41.7
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The minimum number of sample points depended on the model order and the number of input
variables. A third-order response surface model could be constructed for the oil-spill area S, for which
the input variables were the perimeter C’, centroid position (X, Y), horizontal maximum distance L

and maximum vertical distance D. Thus, the number of variables M was 5. The minimum number of
sample points must be equal to (M + 1)(M + 2)/2 + M, which was 26 in this research. Therefore, the
fitting equation of the oil-spill area S is shown in Equation (21).

S = 165789.84 +109.3C′ − 4672.69X− 6503.4Y + 1138.7L + 973.86D + 0.18C′2 + 36.87X2

−349.34Y2 + 1.26L2 − 5.86D2 + 0.1C′ ∗X − 14.07C′ ∗Y − 0.7C′ ∗ L

+0.72C′ ∗D + 72.93X ∗Y − 15.32X ∗ L − 10.34X ∗D− 0.16Y ∗ L + 37.99Y

∗D + 2.34L ∗D− 4.12C′3 − 0.05X3 + 26.73Y3 + 0.01L3 − 0.02D3

(21)

The space model of factors and responses is shown in Figures 12 and 13. The local effects and
global effects for responses were shown in Figures 14 and 15, respectively.

 

(𝑀 + 1)(𝑀 + 2) 2⁄ + 𝑀
S = 165789.84 + 109.3C′ − 4672.69X − 6503.4Y + 1138.7L + 973.86D + 0.18𝐶ᇱଶ + 36.87𝑋ଶ− 349.34𝑌ଶ + 1.26𝐿ଶ − 5.86𝐷ଶ + 0.1𝐶′ ∗ 𝑋 − 14.07𝐶′ ∗ 𝑌 − 0.7𝐶′ ∗ 𝐿+ 0.72𝐶′ ∗ 𝐷 + 72.93𝑋 ∗ 𝑌 − 15.32𝑋 ∗ 𝐿 − 10.34𝑋 ∗ 𝐷 − 0.16𝑌 ∗ 𝐿 + 37.99𝑌∗ 𝐷 + 2.34𝐿 ∗ 𝐷 − 4.12𝐶′ଷ − 0.05𝑋ଷ + 26.73𝑌ଷ + 0.01𝐿ଷ − 0.02𝐷ଷ

 

Figure 12. Three-dimensional space model of factors (X, Y) and responses (S).

 

(𝑀 + 1)(𝑀 + 2) 2⁄ + 𝑀
S = 165789.84 + 109.3C′ − 4672.69X − 6503.4Y + 1138.7L + 973.86D + 0.18𝐶ᇱଶ + 36.87𝑋ଶ− 349.34𝑌ଶ + 1.26𝐿ଶ − 5.86𝐷ଶ + 0.1𝐶′ ∗ 𝑋 − 14.07𝐶′ ∗ 𝑌 − 0.7𝐶′ ∗ 𝐿+ 0.72𝐶′ ∗ 𝐷 + 72.93𝑋 ∗ 𝑌 − 15.32𝑋 ∗ 𝐿 − 10.34𝑋 ∗ 𝐷 − 0.16𝑌 ∗ 𝐿 + 37.99𝑌∗ 𝐷 + 2.34𝐿 ∗ 𝐷 − 4.12𝐶′ଷ − 0.05𝑋ଷ + 26.73𝑌ଷ + 0.01𝐿ଷ − 0.02𝐷ଷ

 

Figure 13. Three-dimensional space model of factors (L, D) and responses (S).

95



Appl. Sci. 2020, 10, 1394

 

 

Y SY𝐿 𝐶′𝑅ଶ
𝑅ଶ  =  1 − ෍(𝑦௜ − 𝑦పෝ)ଶ௡ᇱᇱ

௜ ୀ ଵ ෍(𝑦௜ − 𝑦పഥ)ଶ௡ᇱᇱ
௜ ୀ ଵ൙

𝑅ଶ 𝑅ଶ 𝑅ଶ 

Figure 14. Local effects (gradients) for S.
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Figure 15. Global effects (average gradients) for S.

Obviously, factor Y played a dominant role in both local effects and global effects for S. Therefore, it
was essential to predict the oil-spill area by designated centroid coordinate Y in icy waters. Emergency
treatment measures for the oil spill could then be organized without considering non-sensitivity factors
L and C′.

The reliability of this approximate model was evaluated by the multiple correlation coefficient R2

as given in Equation (22):

R2 = 1−
n′′∑

i = 1

(yi − ŷi)
2/

n′′∑

i = 1

(yi − yi)
2 (22)

The value of R2 was used to measure the degree of conformity between the approximate model
and the sample points. R2 being close to 1.00 indicated that the approximate model had a relatively
high degree of credibility. In this case, R2 was 0.9 and achieved the established threshold, which meant
the approximate model could provide a relatively credible prediction of oil-spill diffusion.
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5. Conclusions

In this study, a three-dimensional DEM-based numerical model of ship oil-spill movement in
Arctic icy waters was established. The trajectory model of oil film coupled with marine loading
including wind, current and waves utilized the multiple tracking method of oil drift and ice floe drift.
The accident scenario was simulated with reference to a real experiment. The interaction details of oil
and ice floes were expanded by a 6DOF model to describe the features of oil spreading. Subsequently,
the correlation of parameters on the behaviour of oil in cold water were examined by sensitivity
analysis, and the area of the oil spill was predicted using an RSM model in order to conduct rapid
emergency treatment. The RSM model was evaluated by reliability analysis to indicate a high degree
of credibility.

This model was presumably based on the unique characteristics of the Arctic Ocean and combined
effects of wind, wave, current and ice. The wind was regarded as a steady wind of winter; the wave was
simulated as a fifth-order Stokes wave in non-linear motion over time; the current was the relatively
stable polar snap coupled with the wave; the ice floe was sprayed for 100 s before the oil’s spraying
and stopped immediately when the oil started to spray. The oil spill was assumed as a continuous
spill in a static point and the amount of oil spill was assumed to be 3 tons. The following conclusions
were drawn:

1. The presence of ice floes had a significant suppression effect on the movement of the oil spill.
The maximum drift distance of oil film and the maximum radius of oil diffusion in icy waters
were found to be much smaller than those in open waters. With the combined action of wind,
wave, current and ice, the oil film was observed to expand to a larger area in ice-free waters but
form a long and narrow belt in icy waters.

2. The oil film diffusion and drift processes occurred simultaneously. The oil film in waters with
medium-density ice was observed to be distributed on both the water surface and underwater.
The underwater oil gradually rose until it came into contact with the ice, and then spread
to the surroundings. The changes in the horizontal drift distance of the oil spill were more
evident than those in oil-film thickness. Thus, oil-film drift constituted the primary behavior of
oil-spill expansion.

3. The regression function of time t, the centroid coordinates (X, Y), perimeter C’, horizontal
maximum distance L and vertical maximum distance D were generated on the base of the
approximate model method. This function exhibited a relatively high degree of credibility. It
could predict the extent of oil spill in icy waters scientifically and reasonably, which could provide
support for establishing a rapid emergency oil-spill cleanup system in icy waters, such as those
found in the increasingly accessible Arctic Ocean.
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Notations

u Velocity component of fluid in x direction
v Velocity component of fluid in y direction
t Flow time
Fq Ratio of the volume of q-th phase fluid in the cell to the total cell volume
ϕq Fluid parameter
Fn

n Normal contact force at time n

Kn Normal contact stiffness
Cn Contact viscous coefficient
δi j Overlap value between the two disks i and j

Vi j Relative velocity vector of the contact faces
n Normal unit vector of the contact cells
Fn

t Tangential forces at time n

Fn−1
t Tangential forces at time n− 1

Kt Tangential stiffness between particles
∆t Time step
t Tangential unit vector between contact cells
µ Coefficient of sliding friction
C Concentration
k Vertical diffusion coefficient
KH Horizontal diffusion coefficient
P Position of the marked substance micelle at time ∆t

K Normal coordinates
∆A Number of cells in the computational domain
Vi Volume occupied by the particles on the ocean surface in grid cell
τx/ f Shear stresses of the wind in the x direction
τy/ f Shear stresses of the wind in the y direction
Ds Diffusion coefficient of the oil film
f Friction coefficient of the oil–water interface
g Acceleration due to gravity
Rh Physical–chemical kinetic terms
S0 Initial position of the oil-film centroid
S New position of the oil-film centroid after a time ∆t

UL Velocity of oil-film drift
U f Velocity on water surface
Uw Velocity of wind
a f Horizontal flow coefficient
aw Wind frag coefficient
x0,y0 Initial centroid position
x,,y, Centroid position after a time ∆t

u Current velocity in the x direction
v Current velocity in the y direction
iw Correction factor
θ Wind angle

M f
→
k ×

→
U Coriolis force

A
→
τa Force of the wind above ice floe

A
→
τw Force of the current above ice floe

Mg·gradH Effects of the ocean surface slope
→
F Non-linear ice internal force

H Gravitational potential on the ocean surface
f Coriolis force coefficient
→
k Unit vector perpendicular to the ocean surface
→
U Velocity of the ice floe

A Ice density
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ha Average ice thickness in the grid
M Unit area mass of ice floe
Φh Thermodynamic term determined by ice thickness
ΦA Thermodynamic term determined by ice density
y(x) Response of a sample point
ỹ(x) Response of an approximate model
xi, x j Design parameter value
n′ Number of designated parameters;
ε Error between the response value and true value
S Area of oil film
C’ Perimeter of oil film
L Horizontal maximum distance of oil film
D Vertical maximum distance of oil film
n′′ Sample numbers
yi Real value of simulation program
ŷi Estimated value of response surface model
yi Mean of true response
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Abstract: A simplified numerical model is introduced to predict ice impact force acting on the ship
hull in level ice condition. The model is based on ice-hull collision mechanisms and the essential
ice breaking characteristics. The two critical ice failure modes, localized crushing and bending
breaking, are addressed. An energy method is used to estimate the crushing force and the indentation
displacement for different geometry schemes of ice-ship interaction. Ice bending breaking scenario is
taken as a semi-infinite plate under a distributed load resting on an elastic foundation. An integrated
complete ice-hull impact event is introduced with ice failure modes and breaking patterns. Impact
location randomness and number of broken ice wedges are considered in order to establish a stochastic
model. The analysis is validated by comparison with the model ice test of a shuttle passenger ferry
performed in May 2017 for SSPA Sweden AB at Aker Arctic Technology Inc. Good agreement is
achieved with appropriate parameter selection assumed from the model test and when ice bending
failure is dominant. This model can be used to predict the ice impact load and creates a bridge
between design parameters (ice properties and ship geometry) and structure loads.

Keywords: ice-hull interaction; level ice; ice load predication; model validation; ice model test;
parametric study

1. Introduction

According to the European Commission, inland waterway transportation (IWT) is classified as
one of the five transport modes. It can release traffic congestion and reduce greenhouse gas emissions.
For countries with strong winters, the development of IWT must take into account the impact of ice
problems on ice-going ships. The most common problems are the ship resistance in icy waters and
impact ice loading on the hull. There are many available empirical methods [1–3] for ice-induced
resistance calculation. Hence the problem could as an initial step be solved by increasing the propulsion
power. For ice impact load, several methods can be used. In principle, ice-hull collision occurs in the
bow area. Therefore, it is critical to put focus on the bow structure in the design process and to study
the hull design parameters and their influences on the ice impact load.

One way is to utilize the probabilistic method which simplifies the ice pressure in relation to the
contact area,

α = CaD, (1)

where C and D are constants for a given ice condition, α is pressure on structure in [MPa] and a is
contact area between ice floe and ship structure in [m2]. The probabilistic method aims to estimate
extreme ice load and is easy to apply compared to other methods. However, this method is proposed
for sea-ice going ships with severe ice conditions and the existing values of the two constants come
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from sea trial tests [4,5]. The inland waterway (IWW) ice condition is however drastically different
compared to the sea ice condition and the discrepancies in ice properties are significant, resulting in a
different scale of ice loading. It can result in extreme high pressure for light ice condition. The ship
design with regards to the corresponding ice predication is too conservative and not efficient. Moreover,
concerning IWW ice conditions, there are uncertainties due to the lack of research and test data and that
make it difficult to estimate the ice properties and ice loads accurately [6]. Nevertheless, it is still a good
approach to estimate an extreme load even when several design parameters are unknown. Practically,
when it comes to the ship design, more parameters and their effects on ice load are usually required.
However, the direct ice load prediction needs more refined models as there are lots of influencing
parameters both from hull geometry and ice properties.

Another approach is to consider the physical phenomena and reduce the complex scenario to
single events by studying the ice-hull interaction mechanism and ice failure modes (e.g., crushing,
bending, splitting, sliding). The studies based on ice-hull interaction process are more reliable and
efficient for practical ice collision scenarios and ship design aspects. Studies, presented in the literature
available either study ice crushing or ice bending, but the combination of the two failure modes are
limited. Investigating the two modes together has a significant meaning. By considering the two
failure modes simultaneously, a more reliable ice load prediction model should be obtained.

In this work, hull-ice impact is studied, and the focus is on both of the ice crushing and ice bending
case, with the contact area connecting the two modes. Normally, ice bending failure is widely accepted
as the dominant ice breaking pattern with the largest force. The same assumption is applied to the
current model to ensure the accuracy of the model.

The purpose of the paper is to propose a feasible and reliable model for ice load prediction,
especially the ice impact force, Fi on ship hull. The energy method [7] is chosen as to calculate the
crushing force and the contact area. The stem collision and the shoulder collision are evaluated with
two different contact area cases respectively. The bending scenario is equivalent to a wedge-shaped
beam failure model and is represented by a semi-plate resting on a Winkler foundation with the ice
flexural strength, σ f as the failure criterion. There are also other empirical equations widely used for
predicting the ice bending breaking force, for example, Pb = C·σ f ·hi

2 in which hi is the ice thickness
and C is a constant based on previous research [8]. However, only ice flexural strength and ice thickness
are taken into consideration. The bending scenario used in this paper is more suitable since many
design parameters are considered. A parametric study is performed with the aim to reveal influences
from the design parameters. The numerical model is constituted by repetition of a complete collision
event with a set of ice failures happening in sequence.

2. Ice Load Prediction Model

The ship-ice interaction process is known as a complex phenomenon which highly depends on ice
properties, hull geometry and relative speed [9]. Valanto [10] divided this interaction process into ice
breaking, ice rotation, ice sliding, and ice clearing based on the main phenomena in breaking the level
ice [11]. This break-displace process and ice forces are idealized in Figure 1.

𝐹௜

𝜎௙ 𝑃௕  =  C ∙ 𝜎௙ ∙ ℎ௜ଶ ℎ௜C

Figure 1. Idealized time histories of ice forces.
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The ship-ice interaction begins with a localized crushing of a free ice edge at the contact zone.
When the ship keeps moving forward, both the contact area and the crushing force increase. The ship
advance motion causes the ice sheet to deflect down along the hull surface, thus bending stresses are
build up in ice sheet until it breaks off into small pieces, as shown in Figure 2. The ice flexural failure
occurs at a distance, expressed as the ice breaking length, lb from the crushing region. It is mainly
determined by the ice thickness and the ship speed among all other parameters. The final force to
break the ice sheet is denoted as the ice breaking force Pb.

𝑙௕𝑃௕

 

𝜎௙

𝐹஼ 𝜁௡ 𝐴௡

𝜎௬௬(0,0)  ≥  𝜎௙

𝜎୫ୟ୶

Figure 2. Illustration of the ice breaking model between a ship bow and level ice.

The numerical model developed in this paper aims to provide an efficient way to compute ice-hull
impact force with two primarily ice failure features. Ice is regarded as an isotropic material with
flexural strength, σ f which is used as the failure criterion. The process is assumed to be a repetition of
the following steps: (1) initial contact and crushing, (2) cracking due to ice bending, (3) more cracks are
triggered and both radial and circumferential cracks are generated. A detailed process of the periodic
ice impact load prediction model and calculation procedure are well described herein.

2.1. Ice-Hull Contact Mechanism and Determination of Impact Load

Four ice failure occurrences are assumed to happen during one complete impact event. The forces
for each occurrence can be computed. The time history ice force is thus a periodic function of every
impact event.

2.1.1. Ice Crushing

Ice crushing is regarded to occur at the first stage during one impact event. Ship penetrates ice
sheets with a constant speed. An ice sheet is unbreakable but localized fracture takes place with ice
spalling and extruding. The crushing force, FC, indentation displacement, ζn, and contact area, An,
are therefore determined by the energy method.

2.1.2. Initial Crack Propagation

The initial ice sheet defect due to bending failure usually happens along the free edge of ice
sheet and the radial fracture is roughly perpendicular to the free boundary. A similar phenomenon is
considered by Lu et al. [12] and is denoted as ice splitting failure. This occurs if ice floes are present
with finite mass. The current case is applicable for infinite ice sheet. Shear force is not considered
in ice bending as it is proven trivial. Thus, ice breaks when σyy(0, 0) ≥ σ f on the ice sheet free
edge. An assumption is made that initial crack happens before the maximum stress is build up and
corresponding force is not considered in the model.

2.1.3. Circumferential Ice Breaking

Circumferential cracks are assumed to form after any initial defect is created. The ice sheet starts
to break up due to bending failure occurring at the maximum stress, σmax. In the ice bending breaking
model, with the failure criterion, σxx_max ≥ σf, the position of the maximum stress can be located and
the maximum ice sheet breaking force, Pbmax, can be found. The ice breaking length, lb, as shown in
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Figure 2, occurs at a point where the maximum stress just exceeds the ice flexural strength. Here the
computed value of ice breaking length from ice bending breaking model is denoted as lb1,

lb1 = x at σmax = σf, (2)

There are other empirical ways to calculate the ice breaking length. Usually it is proportional to
the ice characteristic length, lc. Zhang et al. [6] assumed that the breaking length lb is one-third of lc.
This assumption originates from the ice resistance prediction method proposed by Lindqvist [1]. The
empirical ice breaking length value is denoted as lb2.

lb2 =
1
3

lc, (3)

lc =

(
Ehi

3

12(1− ν2)ρwg

)
, (4)

where ρw is the water density, E is the ice Young’s modulus, hi is ice thickness and ν is the ice
Poisson’s ratio.

2.1.4. Wedge Shaped Ice Floe with Radial Cracks

Eventually more radial cracks are produced as the floating ice wedges are broken off from the ice
sheet. As introduced by Kerr [13], the failure load for a wedged ice with an opening angle θ can be
calculated according to:

Pb = C f

(
θ

π

)2
σ f h2

i , (5)

where C f is an empirical parameter and donates the magnitude of ice breaking force.
Kerr [13] related the ice failure load to the maximum ice force by multiplying a square of the ratio

of opening angle θ to π. Here the same analogy is applied. An expression is introduced to correlate
the failure load of a wedged ice floe with a maximum ice breaking force, which is written as:

Pb = Pbmax

(
θ

π

)2
. (6)

2.2. Stochasticity and Discretization in the Present Model

Ice-hull impact is a highly stochastic process. Normally, ice collision happens along the ship
waterline plane randomly. Still, most impacts occur at the ship bow part which means that the stem and
shoulder are more effective in terms of ice breaking. To estimate the ice breaking force, the periphery
of waterline plane is discretized into small elements and the ice breaking force is computed in the time
domain. In order to simplify the ice-hull interaction model and keep the dynamic feature, the ship stem
and bow parts are highlighted in the model and discretized with infinite number of elements (points).
Thus, several contact locations within the target area are evaluated in the model, as shown in Figure 3.
In this paper, only five points are selected to demonstrate the concept. More points (elements) can be
introduced to increase the model accuracy. In the model, the number of collisions is also randomized
from one location to four locations for shoulder collision event.

𝜎୶୶_୫ୟ୶ ≥ 𝜎୤𝑃௕௠௔௫ 𝑙௕𝑙௕ଵ𝑙௕ଵ  =  𝑥 𝑎𝑡 𝜎୫ୟ୶  =  𝜎୤
𝑙௖ 𝑙௕𝑙௖ 𝑙௕ଶ𝑙௕ଶ  =  13 𝑙ୡ,

𝑙ୡ  =  ቆ 𝐸ℎ௜ଷ12(1 − 𝜈ଶ)𝜌୵𝑔ቇ,𝜌௪ 𝐸 ℎ௜ 𝜈

θ

𝑃௕  =  𝐶௙ ቀఏగቁଶ 𝜎௙ℎ௜ଶ𝐶௙ 𝜃 𝜋
𝑃௕  =  𝑃௕௠௔௫ ቀఏగቁଶ

Figure 3. Bow discretization and locations considered in the paper.
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When ice sheet breaks, it may break into different number of pieces. In this paper, the ice sheet
is assumed to break into small ice floes with the same angle and size. Here the number of ice floes
evaluated are 1, 2, 3 and they correspond to wedge angle of 180◦, 90◦, 60◦. Those parameters are
randomly selected in the simulation. A random wedge angle, e.g., 35◦, can be explored in further study.
All the scenarios mentioned above are considered to happen randomly in the model.

2.3. Model Implementation

The model presented is this paper consists of ice crushing force and bending force at different
scenarios. Extra attention is paid to when the maximum ice sheet breaking force is computed.
The process is illustrated in Figure 4. The whole computation is realized by programming in Matlab.

Figure 4. Description of how to obtain ice breaking force in the current model.

Traditional numerical methods require computation at each time step. Consequently, the
simulation usually takes substantial computation resource and time. Instead of running heavy
computation, the impact forces are here evaluated at different locations and scenarios, after that the
force history can be generated by introducing the randomness and following the collision mechanism.
Computation steps are used rather than the real event time since the final force is not a function of
time. Although it is possible to refine the model using the real time, the computation then becomes
more tedious.

3. Ice Load Prediction Sub Models

The fundamentals of the paper are based on the understanding and features of the ship-ice
interaction described above. Currently, models evolved on such interaction are widely used in
predicting the ice resistance, Lindqvist [1], Keinonen et al. [2], Riska et al. [3], and Su et al. [14].
In addition, this interaction decomposition offers a useful tool to predict the structural loads as well.
Therefore, the model in this paper explores the potential to determine the structure load as well.
This method would assist engineers to predict the ice load in an easy way and facilitate the hull
structure design in accordance with ice loads and design parameters.

3.1. Ice Crushing-Shearing Model

The energy method proposed by Daley [7] and Propov et al. [15] provides an effective way to
calculate the crushing force and indentation displacement for any ice-hull contact. The initial impact
collision is triggered by a ship with kinetic energy and a stationary ice sheet with bulky mass. The inputs
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for calculation are the ice properties, e.g., ice thickness, ice crushing strength, and the hull geometry.
Moreover, the method includes analytical formulas for the different geometric contact cases.

The hull geometry parameters are described and presented in Table 1 and Figure 5. The definitions
of the hull angles from literature and Finnish-Swedish Ice Class Rules (FSICR) [16] are summarized
and illustrated in Figure 6. The coordinate system is set with the origin at the mass center of a ship.
The x-axis is along the longitudinal direction of the hull and positive forward. The y-axis is normal to
the x-axis and is positive towards starboard. The z-axis is perpendicular to the xy-plane and positive
downward [17].

Table 1. Ship parameters.

Parameters Description Parameters Description

L Waterline plane length β Frame angle
B Waterline plane beam B’ Normal frame angle
T Draft γ Sheer(buttock) angle
D Depth ϕ* 1 Rake angle

x, y, z The collision point on the hull or the ice sheet Cb Block coefficient
cg Centre of gravity Cwp Water plane area coefficient
α Waterline angle Cm Midship section coefficient

1 when the buttock is measured on the ship hull away from x-axis with a distance of B/4, ϕ* is denoted as ϕ2;
similarly, ϕ1 is the ship stem angle when measured at ship central line.

β
Β
γ
φ𝐶௕𝐶௪௣

α 𝐶௠
φ

φ φ

tan 𝛽  =  tan 𝛼 tan 𝛾tan 𝛽ᇱ  =  tan 𝛽 cos α

Figure 5. Definitions of geometric parameters at a ship-ice collision point.

β
Β
γ
φ𝐶௕𝐶௪௣

α 𝐶௠
φ

φ φ

tan 𝛽  =  tan 𝛼 tan 𝛾tan 𝛽ᇱ  =  tan 𝛽 cos α

 

Figure 6. Definitions of hull angles at a collision point.

The relationships between ship angles are given as below:

tan β = tanα tanγ, (7)

tan β′ = tan β cosα. (8)
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The energy method is applicable for an impact between two objects. It is assumed that one object
is moving while another is still. During the process, the effective kinetic energy from the moving object
is equivalent to the energy expanded to the another as crushing, or indentation, energy. The collided
object is assumed to have infinite large mass, thus the effective kinetic energy is regarded the same
as the total kinetic energy. This approach is used to determine the maximum force when all motions
are ceased.

According to such assumption and based on Daley [7], the effective kinetic energy, KEe, and the
crushing energy, IE, are equal:

KEe = IE. (9)

The indentation energy can be represented by the indentation force, Fn, and the crushing
indentation displacement, ζc; the kinetic energy is expressed by the ship effective mass and velocity:

IE =

∫ ζ

0
Fndζc, (10)

KEe =
1
2

MeVn
2, (11)

Me =
Mship

Co
, (12)

Vn = Vshipl, (13)

where Me is the effective mass at the impact point; Mship stands for the effective mass of the ship at the
contact point; Co presents the mass reduction factor in six degrees of freedom; Vn is the normal velocity
at the impact point; Vship is the ship velocity; l is the x-direction cosine. They are defined based on
Popov [15]:

l = sin(α) cos(β′), m = cos(α) cos(β′), n = sin(β′). (14)

For a symmetrical collision on the stem, the relationships become:

l = cos(γ), m = 0, n = sin(γ). (15)

The roll, pitch, and yaw lever arm can be calculated, respectively:

λ1 = ny−mz, µ1 = lz− nx, η1 = mx− ly. (16)

The added mass terms in surge, sway, heave, roll, pitch, and yaw can be obtained from [15]:

AMx = 0,
AMy = 2T

B ,

AMz =
2BC2

wp

3T(Cb(1+Cwp))
,

AMrol = 0.25,
AMpit = B

T(3−2Cwp)(3−Cwp)
,

AMyaw = 0.3 + 0.05L
B .

(17)

The squared mass radii of gyration in roll, pitch and yaw can be expressed as:

rx2 =
CwpB2

11.4Cm
+ D2

12 ,
ry2 = 0.07CwpL2,

rz2 = L2

16 .

(18)
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The mass reduction coefficient Co thus can be obtained [15]:

Co = l2

1+AMx + m2

1+AMy + n2

1+AMz +
λ2

1
rx2(1+AMrol)

+
µ2

1
ry2(1+AMpit)

+
η2

1
rz2(1+AMyaw)

.
(19)

The normal impact force Fn and the energy IE can be calculated as:

Fn = po· f a·ζ f x−1
n , (20)

IE = po· f a·
ζ

f x
n

f x
, (21)

where po is the pressure on 1 m2, and equivalent to the ice crushing strength, σc, it equals to 2000 kPa
ζn is the ice indentation from the initial contact point along the normal direction of contact area and f x

is a function of ex, where ex is constant. f a is a function of the geometric parameter.
Based on Equations (8) and (20), the kinetic energy can be expressed as:

KEe = po· f a·
ζ

f x
n

f x
, (22)

with the normal indentation displacement ζn as:

ζn =

(
KEe· f x

p0· f a

) f x−1
f x

, (23)

Substitute Equation (22) into Equation (19), the normal force can be calculated:

Fn = p0· f a·
(

KEe· f x

p0· f a

) f x−1
f x

. (24)

It can be observed that the indentation displacement ζn plays an important role. It is affected by the
impact geometry configuration. Two indentation geometry scenarios are introduced. They refer to the
bow stem (or head on) collision and the bow shoulder collision respectively, as seen in Figures 7 and 8.
The two collision scenes are illustrated as a symmetrical- and an unsymmetrical-contact, as shown in
Figures 7 and 8. The indentation functions, f x and f a are defined in Daley et al. [15]. The ice sheet
dimension and bow geometry at the collision area shown in Figure 9, and the indentation areas for the
two collisions and two contact area cases can be derived based on the indentation functions [15].

𝑟𝑧ଶ = 𝐿ଶ16.𝐶௢𝐶௢  =  𝑙ଶ1 + 𝐴𝑀𝑥 + 𝑚ଶ1 + 𝐴𝑀𝑦 + 𝑛ଶ1 + 𝐴𝑀𝑧 + 𝜆ଵଶ𝑟𝑥ଶ(1 + 𝐴𝑀𝑟𝑜𝑙) + 𝜇ଵଶ𝑟𝑦ଶ(1 + 𝐴𝑀𝑝𝑖𝑡)+ 𝜂ଵଶ𝑟𝑧ଶ(1 + 𝐴𝑀𝑦𝑎𝑤).𝐹௡ 𝐼𝐸𝐹௡  =  𝑝௢ ∙ 𝑓𝑎 ∙ 𝜁௡௙௫ିଵ,
𝐼𝐸 =  𝑝௢ ∙ 𝑓𝑎 ∙ 𝜁௡௙௫𝑓𝑥 ,𝑝௢ 1 𝑚ଶ 𝜎௖2000 kPa 𝜁௡𝑓𝑥 𝑒𝑥 𝑒𝑥 𝑓𝑎

𝐾𝐸௘  =  𝑝௢ ∙ 𝑓𝑎 ∙ 𝜁௡௙௫𝑓𝑥 ,𝜁௡
𝜁௡  =  ൬𝐾𝐸௘ ∙ 𝑓𝑥𝑝଴ ∙ 𝑓𝑎 ൰௙௫ିଵ௙௫ ,

𝐹௡  =  𝑝଴ ∙ 𝑓𝑎 ∙ ൬𝐾𝐸௘ ∙ 𝑓𝑥𝑝଴ ∙ 𝑓𝑎 ൰௙௫ିଵ௙௫ .𝜁௡

𝑓𝑥 𝑓𝑎

  
(a) (b) 

Figure 7. Case I-bow front collision: symmetric V wedge indentation. (a) Indentation does not go
through the ice thickness; (b) Indentation penetrates through the ice thickness.
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(a) (b) 

𝐴௡  =  ⎩⎪⎨
⎪⎧𝜁௡ଶ tan 𝛼sinଶ 𝜑∗ cos 𝜑∗ , 0 ≤ 𝜁௡𝑐𝑜𝑠𝜑∗ ≤ ℎ௜   2𝜁௡ − ℎ௜ଶ cos 𝜑∗ tan 𝛼𝑠𝑖𝑛ଶ 𝜑∗ , 𝜁௡𝑐𝑜𝑠𝜑∗ ≥ ℎ௜

𝐴௡  =  ⎩⎪⎨
⎪⎧ 𝜁௡ଶcosଶ 𝛽′ sin 𝛽′ , 0 ≤ 𝜁௡sin 𝛽′ ≤ ℎ௜   2𝜁௡ℎ௜ − ℎ௜ଶ sin 𝛽′cosଶ 𝛽′ , 𝜁௡sin 𝛽′ ≥ ℎ௜ 𝐹𝑧𝐹𝑥 𝐹𝑧𝐹𝑧

𝐹௭  =  𝐹௡(cos 𝜑 − 𝜇 sin 𝜑),𝐹௫  =  𝐹௡(sin 𝜑 + 𝜇 cos 𝜑),𝐹𝑥 𝜇

Figure 8. Case II-shoulder collision: wedge-shaped edge indentation. (a) Indentation does not go
through the ice thickness; (b) Indentation penetrates through the ice thickness.

 
(a) (b) 

𝐴௡  =  ⎩⎪⎨
⎪⎧𝜁௡ଶ tan 𝛼sinଶ 𝜑∗ cos 𝜑∗ , 0 ≤ 𝜁௡𝑐𝑜𝑠𝜑∗ ≤ ℎ௜   2𝜁௡ − ℎ௜ଶ cos 𝜑∗ tan 𝛼𝑠𝑖𝑛ଶ 𝜑∗ , 𝜁௡𝑐𝑜𝑠𝜑∗ ≥ ℎ௜

𝐴௡  =  ⎩⎪⎨
⎪⎧ 𝜁௡ଶcosଶ 𝛽′ sin 𝛽′ , 0 ≤ 𝜁௡sin 𝛽′ ≤ ℎ௜   2𝜁௡ℎ௜ − ℎ௜ଶ sin 𝛽′cosଶ 𝛽′ , 𝜁௡sin 𝛽′ ≥ ℎ௜ 𝐹𝑧𝐹𝑥 𝐹𝑧𝐹𝑧

𝐹௭  =  𝐹௡(cos 𝜑 − 𝜇 sin 𝜑),𝐹௫  =  𝐹௡(sin 𝜑 + 𝜇 cos 𝜑),𝐹𝑥 𝜇

Figure 9. Side view of the two contact areas: (a) Case I with an indentation that does not go through
the ice thickness hi; (b) Case II with an indentation penetrating through the ice thickness hi.

Collision I: bow front collision,

An =



ζ2
n

tanα
sin2 ϕ∗ cosϕ∗

, 0 ≤ ζn
cosϕ∗ ≤ hi

2ζn−hi
2 cosϕ∗ tanα
sin2ϕ∗

, ζn
cosϕ∗ ≥ hi

(25)

Collision II: shoulder collision,

An =



ζ2
n

cos2 β′ sin β′ , 0 ≤ ζn
sin β′ ≤ hi

2ζnhi−hi
2 sin β′

cos2 β′
, ζn

sin β′ ≥ hi

(26)

The normal contact force can be divided into two components, the vertical component, Fz,
and the horizontal component, Fx [18]. In the presented model, these force components are related
to the failure criterion of the ice floe and the ice resistance, respectively. The vertical component,
Fz, could cause bending failure of the ice floe. Fz can be calculated according to the relationship in
Figure 10, and based on the geometric relationships, the resistance component and bending force can
be calculated and transformed.

Fz = Fn(cosϕ− µ sinϕ), (27)

Fx = Fn(sinϕ+ µ cosϕ), (28)

where Fx is the horizontal force, µ is the average dynamic coefficient of friction between the ice and
the hull.
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𝐷∇ସ𝜔 + 𝑘𝜔 =  𝑞 𝐷 𝜔 𝑘 𝑞
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𝑟
𝑟 =  ඨ2𝐴଴𝜋 ,

𝑞 =  ி೥஺೓ 𝑞 =  ௉஺೓,

Figure 10. The force components at contact area.

3.2. Ice Bending-Breaking Model

The problem of computing the stresses in a breakable ice floe caused by ice-hull impacts can be
solved by reforming it into an infinite plate subjected to a uniform and distributed force on a Winkler
(elastic) foundation, as shown in Figure 11. The stress in the ice wedges can be calculated using method
described in the literature [19–22].

The analysis is based on the differential equation:

D∇4ω+ kω = q. (29)

where D is the bending stiffness of the ice, ω is the vertical deflection, k is the specific weight of water
(is the foundation modulus for a pavement or the specific weight of the liquid base), and q is the
distributed load, with

D = 0.42Ehi
3

12(1−v2)
,

k = ρwg,
∇4 = ∂4

∂x4 + 2 ∂4

∂x2∂y2 +
∂4

∂y4 ,

(30)

where E is Young’s modulus in [Pa], υ is Poison’s ratio, ρw is water density in
[
kg/m3

]
, g gravitational

constant in [N ·m2/kg2].

𝐷∇ସ𝜔 + 𝑘𝜔 =  𝑞 𝐷 𝜔 𝑘 𝑞
𝐷 =  0.42𝐸ℎ௜ଷ12(1 − 𝑣ଶ),  𝑘 =  𝜌௪𝑔,  ∇ସ =  డరడ௫ర + 2 డరడ௫మడ௬మ + డరడ௬ర𝐸 𝜐 𝜌௪ [kg mଷ⁄ ] 𝑔N ⋅ mଶ/kgଶ

 

𝑟
𝑟 =  ඨ2𝐴଴𝜋 ,

𝑞 =  ி೥஺೓ 𝑞 =  ௉஺೓,

Figure 11. The ice bending model illustration: a semi-infinite plate resting on an elastic foundation and
subjected to a uniform distributed load.

It can be seen from Figure 11 that the applied force is uniformly distributed over a half circular area
with a radius r. As it is assumed that the contact area remains the same after ice crushing, the loading
radius and distributed load can be computed as:

r =

√
2A0

π
, (31)

q =
Fz

Ah
or q =

P

Ah
, (32)
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where Ah is the horizonal area in the crushing zone. When the crushing force Fz is not sufficient to
break the ice sheet, a new variable P is introduced to find the ice bending breaking force. The final
breaking force can be found by iteration and is represented as Pb.

To solve the special case in Equation (29), the problem can be further reformulated from a uniform
distributed load to a concentrated load acting close to the ice edge. Based on the work by Lubbad and
Løset [9], the point load location can be marked as P (x0, 0), where

x0 =
4r

3π
. (33)

The general solution of the differential equation is as follows;

w = X1 + X2, (34)

X1 =
−Pβ2

2πk
[ker(βr1) + ker(βr2)], (35)

X2 =

∫ ∞

0
A1e−ρx[cos(x) − ρ∗ sin(x)] cos(αy)dx, (36)

where
A1 =

Pβ2

πk ·
e−̺x0√
α4+β4

· 2̺2−(1−ν)α2

4̺2[2+(1−ν)α2]−(1−ν)2α4
·
[(

2 + ̺2 + να2
)
· cos(x0)−

̺
(
2 + ̺2 − να2

)
sin(x0)

]
,

r1 =

√
(x− x0)

2 + y2,

r2 =

√
(x + x0)

2 + y2,
β =

4√
k/D,

̺ =
√

1
2

√
α4 + β4 + 1

2α
2,

=
√

1
2

√
α4 + β4 − 1

2α
2,

̺∗ =
̺[22+(1−ν)α2]
[2̺2−(1−ν)α2]

.

(37)

The bending moments and stresses in the x- and y-direction are calculated from the curvature of
the deformed ice sheet along x-axis at y = 0.

Mxx(x, 0) = −D

(
d2w

dx2 + ν
d2w

dy2

)
, (38)

Myy(x, 0) = −D

(
ν

d2w

dx2 +
d2w

dy2

)
, (39)

σxx(x, 0) = −6
Mxx

hi
2 , (40)

σyy(x, 0) = −6
Myy

hi
2 . (41)

Moreover, the stress at the breaking point along the ice sheet free edge can be obtained by Lubbad
and Løset [9] as

σyy(0, 0) = 3qrD(1 + ν)·kei(βr) +
6D

h2 ·
∫ ∞

0
A1
[
ν
(
̺2 −2 +2̺̺∗

)
− α2
]
dα. (42)

By solving the equations, the stresses in the ice sheet can be calculated. Taking the yield stress as
the criterion, the ice sheet bending capacity can be computed and it can be determined if the impact
force can result in ice breaking by bending failure.
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4. Model Validation

The model is validated by comparing the results from a model test performed at Aker Arctic.
The details of the ferry model and the ice test condition are described below as well as a summary and
discussion of the results in comparison with the computed results from the current study.

4.1. Ice Model Test

The ice model tests for a shuttle passenger ferry were conducted in May 2017 for SSPA Sweden
AB at Aker Arctic Technology Inc. [23]. The ferry model is shown in Figure 12. The vessel is designed
to operate in the Stockholm archipelago and the main particulars are presented in Table 2. The model
was built in scale 1:8.333 and its dimensions and the ice properties can be seen in Table 2. The level
ice tests were performed at three speeds according to the specifications given in Table 3, where Rbc is
ice breaking component and R ice is ice resistance. The total resistance is calculated by dividing the
resistance into breaking and submersion components. However, the breaking component in the test is
independent of the ship velocity and is defined by the ITTC guidelines [24]. The breaking resistance is
the total resistance in level ice minus the resistance in the pre-sawn ice which is assumed to represent
the resistance without the breaking component.

𝑅௕௖𝑅 ௜௖௘

 

(a) (b) 

𝐿𝐵 𝐿𝑇 𝐵
φ 𝑇
α 𝜇𝐶௕𝐶௠ 𝜎୤ 𝜎୤

𝑽 𝒉𝒊 𝝈𝐟 𝑹𝒃𝒄 𝑭𝒙 𝑹 𝒊𝒄𝒆 𝑭𝒛

Figure 12. Side view and bottom view of the ferry model NB550 (In Appendix C of AARC Report A-555):
(a) Side view; (b) Bottom view [23]. “Reproduced with permission from [Aker Arctic Technology Inc,
SSPA Sweden AB and SLL], published by [Aker Arctic Technology Inc.], 2017”.

Table 2. Principal particulars of the ferry NB550 and model ship.

Full-Scale Ship Model

L (m) 26.155 Scale factor 8.333
B (m) 7.5 L (m) 3.18
T (m) 2.3 B (m) 0.9
ϕ1 (deg) 25 T (m) 0.276
α (deg) 30 µ (1) 0.05
Cb (1) 0.549 E (kPa) 77,979
Cm (1) 0.896 σf (kPa) 53.6

Displacement (kg) 247,091 E/σf 1456

Table 3. Model test conditions.

No. V [m/s] hi [mm] σf [kPa] Rbc (Fx) [N] R ice [N] Fz [N]

1 0.41 26 58.7 16.6 67.2 31.4
2 0.92 26.8 51 44.8 157.6 84.75
3 1.38 30.8 55.1 77.6 240.7 146.8

Photos of the ice breaking patterns are taken during the model tests and are shown in Figure 13.
Each color strap on the ruler is 10 cm, which indicates that the broken ice floe field (less than 1 m)
is created by the stem and shoulder of the ship model. In Figure 13a, the broken ice floe can be
observed and their boundaries can be depicted. It is be assumed that the out layer ice floe fail only once.
The stem and shoulder collision can be roughly indicated by the black dot in Figure 13. Figure 13b
shows small ice pieces and they may fail more than once. After they first break off due to ice bending
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failure, they break into more pieces when sliding along the ship hull. The ice breaking length is around
10–30 cm. Multi-contact seems to be happening around the shoulder area. By considering the ship
symmetry, the ship geometry, and ice breaking pattern, it is assumed that the stem contact is a single
event while the shoulder impact has multiple collision locations ranging from one to four on each side.
The simulation is conducted according to such assumption.

  
(a) (b) 

𝑽 𝒉𝒊

Figure 13. Two examples of Ice breaking pattern captured from ice model test (In Appendix B of AARC
Report A-555): (a) an estimation of the breaking points indicated by back dots and ice floes marked
with numbering for an average ice thickness of 26 mm, (b) ice breaking pattern with an average ice
thickness of 31mm [23]. “Reproduced with permission from [Aker Arctic Technology Inc, SSPA Sweden
AB and SLL], published by [Aker Arctic Technology Inc], 2017”.

4.2. Simulation Results

The computation of the impact force on the shuttle ferry is performed by using the ship model data
at different speeds. The results are plotted in Figures 14–16 and also given in Table 4. In Figures 14–16,
the blue vertical lines indicate the ice force at each time step. The red horizontal lines are the model
test data while the black dashed lines are the mean values and the green lines indicate the standard
deviation of computed results. It can be seen that the predicted ice force converges to the model test
data with the increasing speed. However, the discrepancy is large at the lowest speed, case 1. For the
two cases, Cases 2 and 3, a good agreement is observed with an error less than 10%.

(a) 

(b) 

Figure 14. Result comparison for V = 0.41 m/s: (a) Case 1: Initial setup; (b) Case 1.1: Modified setup.
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Figure 15. Case 2: Result comparison for speed V = 0.92 m/s.

Figure 16. Case 3: Result comparison for speed V = 1.38 m/s.

Table 4. Ice force result summary and comparison.

Case
No.

V
[m/s]

hi

[mm]
Model Test Data

[N]
Average

[N]
Error
[%]

Standard Deviation
[N]

Error
[%]

1 0.41 26 31.4 44.1 40.4 58.9 87.58
1.1 0.41 26 31.4 34 8.3 33.6 7.01
2 0.92 26.8 84.75 83.1 1.9 81.3 4.07
3 1.38 30.8 146.8 134 8.7 153.7 4.7

For Case 1, the simulation result does not fit to the test data. A further study is conducted.
It is assumed that crushing failure is dominant especially during shoulder collision. It turns out the
new simulation, Case 1.1, matches the ice model test data with 8% discrepancy. The modified case
demonstrates that the contact scenario, or breaking pattern, affect the outcome considerably. As the
breaking pattern and speed relationship is not given in Figure 13, the original assumption may not be
applicable for the low speed case. A fraction of the ice impact load history is extracted from Figure 14,
as shown in Figure 17. The force pattern matches with Figure 1.

𝑙௕ଵ 𝑙௕ଶ𝑙௕ଵ

𝒍𝒃𝟏 𝒍𝒃𝟐 𝒍𝒃𝟏 𝒍𝒃𝟐

𝑥ଷ, B/4

Figure 17. A fraction of ice impact load extracted from Case 1.1.
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The ice breaking lengths are calculated and compared with the reference one from empirical
Equations (2) and (3), as shown in Table 5. The computed breaking length lb1 is larger than the lb2,
and both increase with increasing ship speed. Compared to the ice breaking patterns in Figure 13,
the computed values of lb1 seem reasonable when studying the size of ice pieces in the outside layers
from Figure 13. The small ice pieces in the middle are created by the ship body movement when the
ice floes slide down along the hull surface, those ice floes deform several thus cannot represent the ice
breaking length.

Table 5. Ice breaking length result summary and comparison (unit: m).

Bow Shoulder (at B/4)

No. lb1 lb2 lb1 lb2

1 0.287 0.113 0.295 0.113
2 0.300 0.116 0.291 0.116
3 0.34 0.128 0.323 0.128

As the different collision locations are evaluated along the ship shoulder, it is interesting to
investigate its influence on the discrepancy of the ice forces. Crushing forces in relation to collision
locations at different speeds are presented in Figure 18. It clearly seen that the higher speed triggers
higher contact forces and the closer to the ship stem, the bigger the force is. Usually, a shoulder collision
is only evaluated at location (x3, B/4), but Figure 18 can be a good example to illustrate the effect of
location on the deciding ice-shoulder impact force.

𝑙௕ଵ 𝑙௕ଶ𝑙௕ଵ

𝒍𝒃𝟏 𝒍𝒃𝟐 𝒍𝒃𝟏 𝒍𝒃𝟐

𝑥ଷ, B/4

Figure 18. Crushing force in relation to collision location at different speeds.

In order to understand the discrepancy in the predicted force and the model test results at the
lower speeds, computed crushing and bending forces are plotted together with measured model test
data in Figure 19. The maximum ice bending force and crushing force at (x3, B/4) for both the stem
and shoulder are selected to make a comparison. The red triangle represents the ice breaking force
for the model test data. It can be seen from Figure 19, that the model test data, at the lowest speed,
is approximately equivalent to the crushing force, while the second one is in between of crushing
and bending force, while the third one, at the highest speed, matches the ice bending force. It can be
observed that for low speeds, the ship model test data only indicates crushing not bending. The ice
breaking force should be larger with a combination of two components from a statistical point of view.
Ship speed also plays an important role in deciding the main failure mode. It can be concluded that
the prediction model may be accurate when both crushing and bending occurs and the ice bending
force is assumed to be the dominant component in the ice breaking modes.
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𝑥ଷ, B/4

𝐹஼

Figure 19. Comparison among model test data and ice failure force components.

In the model test the ice breaking component is calculated in an indirect way using the ITTC
guidelines. Considering the result discrepancy, the empirical method should only be used conditionally
to compute ice impact force. It is recommended to compared results by ITTC guidelines and simulation,
they together can give a good explanation.

5. Case Study

When designing a new ship that is supposed to operate in ice-covered waters it is important to
identify the design ice force to assure structural performance. However, it is also crucial to identify the
critical ice force as the ship structure needs to survive against extreme loading condition. It can clearly
be seen that the critical force is the maximum ice bending breaking force and is significantly larger
than the ice impact force. Only the ice critical force, FC, is considered in this Chapter. The simulation
results show that ice bending breaking force is larger than ice crushing force, as seen in Figure 19.
Thus, when calculating the ice critical force, the procedure for calculating maximum ice breaking force
is used, as shown in Figure 4. A case study is conducted with a full-scale ship to investigate the
influence from different design parameters. An IWW barge is chosen as the extreme ice pressure with
regards to the ship that was previously evaluated by Zhang et al. [6] using the probabilistic method.

5.1. Barge Information

An IWW barge operating in Lake Mälaren is studied and the ship main particulars are seen
in Table 6. The ice properties, e.g., crushing strength and flexural strength, of level ice used in the
simulation are given in Table 7.

Table 6. Main particulars of the barge.

L [m] B [m] T [m] Displacement [t] ϕ1 [deg] ϕ2 [deg] α [deg] µ

135 11.45 3.4 3938 73 55 45 0.2

Table 7. Ice Properties.

Density [kg/m3] E [Pa] σf [kPa] σc [kPa] hi [m]

900 109 500 2000 0.32
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5.2. Parameteric Study

Both the ship design parameters and the ice properties are assumed to have significant effect on
the impact load. Some more than others and therefore a parametric study is performed investigating
the effect of variations of the rake angle, ship speed, and the ice thickness, see Table 8.

Table 8. Parameters investigated in parametric studies.

Rake Angle Ship Speed Ice Thickness

15–75 [deg] 1–5 [m/s] 0.1–0.5 [m]

The critical ice force with respect to ship speed and ice thickness are plotted in Figure 20 for both
ship head-on and shoulder collision. It can be seen that the critical force varies with ship speed and
ice thickness and the influence is significant. For example, for thinner ice thickness, the ice critical
force hardly change with speed. The influence from the speed for thin ice, h = 0.1 m, can almost be
neglected. When the ice thickness increases, the force increase becomes more and more significant.
The figure can be used for guidance in ship operation. For example, assume the structure load capacity
is 400 kN, the ship speed can be 2 m/s when ice thickness is 0.5 m or be approximately 5 m/s when
ice thickness is 0.4 m.

𝑳 𝑩 𝑻 𝝋𝟏 𝝋𝟐 α 𝝁
𝑬 𝝈𝒇 𝝈𝒄 𝒉𝒊 [𝐦]

– – –

ℎ =  0.1 m
400 kN 2 m/s 0.5 m5 m/s 0.4 m

 

(a) (b) 𝐹C

20°– 25°𝜑 =  25°  𝜑 =  75°
15°– 75° 10°– 30°

Figure 20. Ice critical force (FC ) in terms of ship speed and ice thickness for stem angle 25◦. (a) Ship
stem collision; (b) Ship shoulder collision.

The parametric study also investigates the influence of the ship stem angle, and the results are
plotted in Figure 21. Usually, the stem angle for an ice-going ship is around 20◦–25◦. The figure
shows that when ϕ = 25◦ the ice critical force takes the lowest value at 1 m/s. However, the critical
force increases with ship speed. For a stem angle ϕ = 75◦ the ice critical force along the whole
speed range is low. One explanation can be that the projection to the xy-plane of the contact area and
vertical force becomes small based on the ice crushing model. This results in a small ice bending force.
The suitable range of the stem angle should be smaller than 15◦–75◦, for instance, 10◦–30◦, which causes
a larger force to bend the ice sheet. It is suggested that further studies may be conducted as to verify
this hypothesis.
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 0.32 m
𝑙𝑏2 𝑙𝑏1𝑙𝑏2 𝑙𝑏1 𝑙𝑏2𝑙𝑏1

𝑙𝑏1 𝑙𝑏2 𝑈 =  3 m/s 

Figure 21. Ship stem collision: ice bending failure force in terms of ship speed and stem angle with ice
thickness of 0.32 m.

Ice breaking lengths in relation to ice thickness and ship speed are plotted in Figure 22.
It can be clearly seen that the reference breaking length lb2 is smaller than the computed one,
lb1. However, the difference is decreasing with increasing ice thickness. It can also be deduced that the
empirical value lb2 is very close to the computed one lb1 when ice thickness is approaching 0.5 m and it
(lb2) exceed lb1 at lower speed. Figure 22 indicates that the Lindqvist [1] method has a limited validity
range around ice thickness of half meter.

 0.32 m
𝑙𝑏2 𝑙𝑏1𝑙𝑏2 𝑙𝑏1 𝑙𝑏2𝑙𝑏1

𝑙𝑏1 𝑙𝑏2 𝑈 =  3 m/s Figure 22. Computed breaking length lb1 and reference breaking length lb2 for U = 3 m/s for bow
collision scenario.

6. Discussion and Conclusions

A numerical model for predicting the ice impact force according to ice-hull collision mechanism
is developed. The theoretical foundations of the model are explained in detail in this paper. For the
realization of such complex ship-ice interaction model several assumptions and simplifications are
made. Two ice failure modes, crushing and bending, are thoroughly evaluated. In addition, several
different points of collision, i.e., ice ship impact, are considered. The proposed model is simpler than
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the traditional numerical simulations but still focuses on the essential phenomena and forces, thus,
a computationally cost-effective and efficient prediction method is proposed.

6.1. Ice Crushing and Ice Bending

In this work, ice bending is assumed to be dominant over ice crushing. Nevertheless,
the assumption does not work every time. Su and Riska [14] found irregularities in resistance
values due to changes in the nature of icebreaking pattern: sometimes crushing dominates and
sometimes bending. Some parts of the ice sheet are continuously crushed by the vertical parts of
the ship hull, e.g., shoulder crushing, without bending failure, then the crushing forces becomes
more severe. Croasdale et al. [25] presented a model to calculate the level ice action on wide conical
structures. This model is adopted by the ISO Code, ISO/CD19906 [26]. Croasdale’s model shows
that the contribution of the breaking load component accounts for 20%–30% of the total ice force.
Devinder [27] found that ice crushing only occurred at 1% of the time during the observation of
Molikpaq ship trial. Still, it caused some of the highest forces. Continuous brittle crushing takes
place when an ice sheet moves against a structure at high speed. However, such crushing is mainly
happening for relative thin ice. When ice sheet thickness increases, ice bending becomes dominant
again. Devinder also found that for low indentation speed and low loading rate, a smooth variation in
ice forces based on ice elastic and creep behavior results in ductile deformation [28]. The ejection phase
or extrusion (ice sheet drifts away) gives rise to brittle ice failure and the ice force endures an abrupt
decrease. Yet, the transition has not been clearly defined as it is ice and scale parameter depended.
The energy force used in this model only considers brittle crushing which can cause result discrepancy
at low speed. As a rule of thumb, the interaction can be assumed to be bending failure dominant.
Another aspect can be the negligence of the different energy components and distributions during the
interaction process [29], for instance friction energy.

To identify whether ice crushing or ice bending is dominant, ice crushing force can be plotted
through 0–ζn together with the bending force. If crushing force is larger at a certain indentation
displacement, then bending will not occur.

In numerical simulation, ice is usually regarded as an isotropic material. Still, ice is a non-isotropic,
non-homogeneous and orthotropic material. The reasons behind irregularity and discrepancy between
model test and simulation should always be kept in mind.

6.2. Ice Impact Load Prediction Model

The ice impact loads for the barge in the present case study was previously studied with the
probabilistic method [6], with the predicted design loads 130 kN or 550 kN for ice thickness of 0.32 m
depending on different reference dataset. From Figure 20, it can be seen that ice critical force varies
from 100–200 kN at same ice thickness. The model in this paper indicates that the predicted impact
load of 130 kPa with a contact area of 0.1485 m2 from empirical methods can be the more valid one.
Nevertheless, the ice breaking force of stem collision is higher compared to the shoulder collision,
while the contact area of stem collision is lower. This contradicts the conclusion that a smaller contact
area results in a higher force according to the probabilistic method. It would be valuable to conduct
further investigates on this. The ice breaking force predicted from the numerical model in this paper
shows the same magnitude as in other studies, e.g., [12,30].

For the ice model test, ITTC guidelines are used to calculate the ice breaking force. Ice resistance is
simplified as a composition of ship resistance in pre-sawn ice and ice-breaking resistance. Pre-sawn ice
is level ice in which the approximate breaking pattern is cut prior to the model test. Thus, ice force from
model test does not contain the ice breaking component. The guidance has barrier during application.

In the present study, several parameters are studied for ice bending failure. The ship speed
and the ice thickness have a positive correlation. The ship speed is shown to have a great impact
on the ice breaking in comparison to the other parameters considered. It is also worth mentioning
that this parameter is sometimes ignored in empirical equations. The proposed model could assist
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in quantifying possible differences and improve those equations. For a certain stem angle, the ice
loads increase with increasing ship speed. However, the influence from variations in stem angle is not
perfectly clear.

The numerical model is sensitive to parameters such as number of wedges, number of collision
event. As speed affects ice breaking length, contact case may change. Moreover, when a ship runs
slowly, other ice forces, such as sliding or splitting, may become significant. Those possibilities
can violate the assumption that bending is dominant and cause discrepancy. Moreover, it is also
possible that continuous brittle crushing is happening at such speed. In general, the method works
well once suitable parameters are selected. Thus, it facilitates the computation of ice forces for ship
design purpose.

The current model indicates that the Lindqvist [1] method is limited regarding the prediction of
the ice breaking length. Lindqvist does not work very well for ice thickness below 0.5 m. For IWW
light ice conditions, it could be better to find another method.

6.3. Summary

The numerical model introduced herein can be applied in many scenarios. In this paper, the focus
is to compute ice impact load based on ice crushing and bending failures. As ice breaking usually
occurs at ship bow area, it is taken into consideration by selecting several discretized representative
points along the hull. The numerical simulation results are comparable to model test data, which
demonstrates that the present mathematical model is rational. The ice impact force calculated with
this method can be used to analyze ship structural response, especially in the bow area. The critical
force is needed when accessing ship performance under extreme condition. Both global force and local
force are calculated from this method. The numerical model can also be adopted to a more global
application. More elements can be added to in order to describe the whole waterplane. More geometry
contact cases can be analyzed as well for other ice-ship collision circumstances.

A parameter sensitivity analysis of this numerical model is valuable and worth considering in the
future work. Moreover, the current model uses computation steps rather than real time steps. Further
work can be done to update the time step and generate real time history ice force. Such work would be
valuable to study the dynamic structural behaviors. In addition, the proposed model framework can
be further developed by including additional ship and ice parameters.
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Abstract: Ships designed for operation in Polar waters must be approved in accordance with the
International Code for Ships Operating in Polar Waters (Polar Code), adopted by the International
Maritime Organization (IMO). To account for ice loading on ships, the Polar Code includes references
to the International Association of Classification Societies’ (IACS) Polar Class (PC) standards. For
the determination of design ice loads, the PC standards rely upon a method applying the principle
of the conservation of momentum and energy in collisions. The method, which is known as the
Popov Method, is fundamentally analytical, but because the ship–ice interaction process is complex
and not fully understood, its practical applications, including the PC standards, rely upon multiple
assumptions. In this study, to help naval architects make better-informed decisions in the design
of Arctic ships, and to support progress towards goal-based design, we analyse the effect of the
assumptions behind the Popov Method by comparing ice load predictions, calculated by the Method
with corresponding full-scale ice load measurements. Our findings indicate that assumptions
concerning the modelling of the ship–ice collision scenario, the ship–ice contact geometry and
the ice conditions, among others, significantly affect how well the ice load prediction agrees with
the measurements.

Keywords: Polar Code; Polar Class; goal-based ship design; arctic ships; energy method; ice load;
ice strength

1. Introduction

Maritime activity in the Arctic is on the increase, driven by the extraction of Arctic natural
resources, trans-Arctic shipping and Arctic tourism. To manage related risks, the maritime industry
must ensure that Arctic ships are safe and sustainable. To this end, ships operating in Polar water must
be approved under the International Code for Ships Operating in Polar Waters, or the Polar Code [1],
enforced by the International Maritime Organization (IMO). The specific objective of the Polar Code is
to ensure the same level of safety for ships, persons and the environment in Polar waters, as in other
waters [2]. Towards this end, it supplements the International Convention for the Safety of Life at Sea
(SOLAS) and the International Convention for the Prevention of Pollution from Ships (MARPOL) to
account for Arctic-specific safety hazards, such as sea ice, icing, low temperatures, darkness, high
latitude, remoteness, the lack of relevant crew experience and difficult weather conditions.

A ship approved in accordance with the Polar Code is issued a Polar Ship Certificate that classifies
the ship as one of the following:

• Category A, for ships allowed to operate in at least medium-thick first-year ice.
• Category B, for ships allowed to operate in at least thin first-year ice.
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• Category C, for ships allowed to operate in ice conditions less severe than those included in
Categories A or B.

In addition to the ship’s category, the ice certificate determines detailed operational limits
concerning, for instance, the minimum temperature and the worst ice conditions in which a ship
can operate.

The Polar Code is fundamentally goal-based, determining mandatory provisions in terms of goals,
functional requirements FR(s), and regulations to meet those goals. As a result, a ship can be approved
either as a prescriptive design or as an equivalent design. A prescriptive design is a design that meets
all of the prescriptive regulations associated with the FR(s), whereas an equivalent design is a design
that is approved in accordance with Regulation 4 of SOLAS Chapter XIV. The latter case results in a
so-called alternative or equivalent design. Per regulation 4—“Alternative design and arrangement” of
SOLAS Chapter XIV [3], where alternative or equivalent designs or arrangements are proposed, they
are to be justified by the following IMO Guidelines:

• “Guidelines for the approval of alternatives and equivalents as provided for in various IMO
instruments”, MSC.1/Circ.1455 [4].

• “Guidelines on alternative design and arrangements for SOLAS chapters II-1 and III,
MSC.1/Circ.1212 [5].

• “Guidelines on alternative design and arrangements for fire safety”, MSC/Circ.1002 [6].

A general principle is that any alternative design should be at least as safe as a design determined
by prescriptive rules. Many of the prescriptive regulations of the Polar Code, in particular, those related
to a vessel’s structural strength, include references to the International Association of Classification
Societies’ (IACS) Polar Class (PC) ice class standards [7]. These consist of in total seven PC notations,
ranging from PC 1 (highest) to PC 7 (lowest), corresponding to various levels of operational capability
in ice and hull strength. For instance, as per the Polar Code, for a Category A ship to meet FR(s)
regarding structural strength, the ship must be constructed in accordance with PC 1–5, whereas a
Category B ship must be constructed in accordance with PC 6–7. Alternatively, the scantlings must
be determined in accordance with a standard which offers an equivalent level of safety following the
above-described principle of design equivalency.

Because the ship–ice interaction process is complex, stochastic and not fully understood, predicting
the level of ice loading that a ship will be exposed to is challenging. Multiple different methods to
predict ice loading have been proposed, including analytical, numerical and empirical methods [8].
However, to date, none of the existing methods can be considered complete and sufficiently validated to
enable them to support direct goal-based structural design following the Polar Code. Thus, in practice,
designers are dependent upon the application of the PC standards to obtain regulatory approval for
ships designed for operation in ice-infested waters.

For the assessment of design ice loading, the PC standards apply a method based on the principle
of the conservation of momentum and energy in collisions, presented by Popov, et al. [9]. The method,
in the following referred to as the Popov Method, is relevant for the assessment of ice loading on ships
interacting with all types of sea ice. Despite the method being fundamentally analytical, its practical
applications, including its application in the PC standards, rely on several assumptions. These concern
the modelling of the collision scenario (e.g., type of collision, ship–ice contact geometry), as well as the
material properties of ice [10,11]. Because many of the assumptions are empirically determined, the PC
standards can be considered semi-empirical, meaning that they might not be efficient when applied on
design and operating conditions different from those for which the assumptions were determined [12].

Against this background, this study aims to help designers to make better-informed decisions
in the design of Arctic ships by analysing the role and effects of the collision scenario assumptions
behind the application of the Popov Method [9]. Specifically, the study addresses the following
research questions:
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1. How do assumptions behind the modelling of the collision scenario and the description of the
operating conditions affect the ice load estimate?

2. What collision scenario assumptions should be applied to obtain reliable ice load estimates for
typical operation in level and broken ice?

Because the Popov Method in principle makes it possible to assess ice loading for a wide range
of ship designs and operating scenarios, the method is highly relevant in the context of goal-based
design. Thus, by addressing the above research questions, we also aim to support progress towards
the goal-based design of Arctic ships, as per the above-described principle of equivalent design.

The study is limited to issues concerning ice material properties and non-accidental ship–ice
interactions resulting in no or minor structural deformation with relatively thick ice, where the
dominant failure mode is crushing. We do not consider the following:

• Issues concerning hydrodynamic effects. These are assumed to have a limited effect on the types
of collision scenarios considered [13].

• Issues concerning structural resistance.
• Local plastic deformations. Thus, although the method can do so, we do not consider local plastic

deformations, which could affect the obtained load estimate [14,15]. It can be mentioned that
allowable plastic deformations are not clearly defined in the PC rules [16].

• Interactions with thin ice, which in addition to crushing would require the consideration of flexural
failure and dynamic effects [17]. Daley & Kendrick [18] indicate that when dynamic effects are
considered, the design normal force is increasing with increasing impact velocity [6].

• Secondary impacts (i.e., reflected collisions). Daley & Liu [19], among others, demonstrate that
when operating in thick ice, reflected collisions may result in critical loads, in particular on the
mid-ship area.

• Moving loads along the hull that may result from a collision with pack ice, glacial ice, or ice channel
edges are not considered. Kendrick et al. [20] and Quinton & Daley [21] indicate that moving
ice loads may cause more damage than stationary loads of similar magnitude. Consideration
of moving loads would require the consideration of additional factors such as sliding contact,
nonlinear geometric and material behaviours in structural components, requiring the application
of the finite element analysis [22].

2. Background

2.1. The Popov Method

The Popov Method models the ship–ice interaction process as an equivalent one-dimensional
collision with all motions taking place along the normal to the shell at the point of impact [23]. The
model does not consider sliding friction and buoyancy forces. A single hydrodynamic effect, namely
the added mass of the surrounding water, is considered.

To simplify the ship–ice interaction process to an equivalent one-dimensional collision, Popov
et al. [9] introduce the so-called “reduced mass” concept [23]. Accordingly, the total reduced mass
Mred, [t] of the ship–ice system is derived by coupling 6-degree of freedom (DOF) equations describing
the motions of a ship with 3-DOF equations describing the motions of an ice floe [9]. By assuming that
ice floes are of an ellipsoid shape, the 6-DOF and 3-DOF models are converted into a model with a
single DOF. As a result, the contact force F, [MN] can be determined as an integral of contact pressure
over the nominal contact area A,

[
m2
]

per

Mred
d2

dt2 ζn(t)·10−3 = F =

∫
p
(
ζn,

d
dt

ζn(t)
)
dA, [MN] (1)
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where ζn, [m] is indentation depth, t, [sec] is time, and p
(
ζn,

.
ζn

)
, [MPa] is “contact pressure” [9]. The

initial impact conditions at t = 0 are as follows: ζn(0) = 0 and
.
ζn(0) = v1, where v1 is the reduced

speed for the ship [m/sec]. At the end of the interaction at t = tmax the following conditions apply:
ζn(tmax) = ζmax and

.
ζn(0) = 0.

The ship–ice contact area depends on the hull form, assumed shape of the ice edge and the
assumed indentation of the ship into the ice.

A = Gζn
a,
[
m2
]

(2)

where G is a coefficient depending on the geometric parameters of the ship and the ice, and a is an
exponent depending on the assumed shape of the ice edge at the point of impact [9]. This means that
the relationship between the normal indentation and the nominal contact area can be determined for
any contact geometry.

2.2. Collision Scenario

In an ice floe-structure interaction, there are three limit mechanisms for ice loads: Limit ice
strength, limit driving force and limit momentum [24]. The Popov Method is based on the mechanisms
of limit momentum, also referred to limit energy mechanism, and it considers impacts between two
bodies where one body is initially moving and the other is at rest. The ice load is calculated by equating
the available kinetic energy with the energy expended in crushing and the potential energy in collisions.

Due to the non-homogeneous nature of sea ice and the complexity of the ship–ice interaction
process, the number of possible ship–ice collision scenarios is large. Thus, when predicting ice loading,
assumptions must be made regarding the location of the ship–ice impact (e.g., bow, side, stern), the
type of ice involved (e.g., ice floe, ice field), and the resulting contact geometries [11]. Popov et al. [9]
consider the following ship–ice collision scenarios:

• An impact between a ship and an ice floe. According to Enkvist, et al. [25] this is the most common
collision scenario for merchant ships. As per Table 1, in this scenario, the kinetic energy of the ship
T1, [J] is partially converted into the kinetic energy of the ice floe T2, [J] and partially consumed
in crushing the ice edge U, [J]. T1, T2, and U are calculated in accordance with the formulas
presented in Table 1 (Case 1), where Mred

ship, [t] and Mred
ice, [t] are the reduced masses of the ship

and the ice floe, and the parameters v1, [m/sec] and v2, [m/sec] correspond to the reduced speeds
of the ship and the ice floe.

• An impact between a ship and the edge of an ice field. In this scenario, defined as case two in
Table 1, the edge of the ice field is crushed, and the ice field bends due to the vertical component
of the contact force Pv, [N]. In this scenario, the ship’s kinetic energy T1, [J] is consumed by the
crushing U, [J] and by the bending of the ice field V, [J]. T1, V, and U are calculated in accordance
with the formulas presented in Table 1 (Case 2), where f = Pv

2·
√
γi·D

[m], γi,
[
N/m3

]
is the specific

weight of ice, D =
E·h3

i

12·(1−µ) ,
[
Pa·m3

]
is flexural stiffness of an ice plate, E, [Pa] is the elastic modulus

of ice, hi, [m] is the ice thickness, µ is Poisson ratio for ice.

Table 1. Energy components of the Popov Method as determined based on Popov et al. [9]).

Case 1: Ship–Ice Floe Collision Case 2: Ship–Ice Field Collision

T1 + T2 = U T1 = U + V

T1 = 1/2·Mred
ship·v1

2 T1 = 1/2·Mred
ship·v1

2

T2 = 1/2·Mred
ice·v2

2 V = 1/2· f ·Pv

U =
∫ ζn

0 Fdζn U =
∫ ζn

0 Fdζn
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2.3. Ship–Ice Contact and Ice Crushing Pressure

To manage the complexity of the ship–ice interaction process, ship–ice contact forces can be
estimated based on the average pressure and contact area in terms of so-called pressure-area models [26].
These are typically presented in the form of pressure-area relationships P(A)describing the development
of the average pressure throughout the ice indentation process [27,28]. Because the ship–ice interaction
process is complex and not fully known, P(A) relationships can only be reliably determined based on
full-scale measurements.

The maximum force generated by ice acting upon a structure depends on the strength of the ice
in the relevant mode of failure [29]. Because in ship–ice interactions, the ice often fails by crushing,
ice crushing strength is an important factor for estimating ice loading on ships [30]. As pointed out
by Kujala [8], the crushing strength of ice depends on multiple parameters, including ice salinity,
ice temperature and loading rate, but all of this is not fully understood. However, as demonstrated
empirically by Michel and Blanchet [31], ice crushing strength is proportional to ice compressive
strength σco, [MPa] as per

σcr = C·σco, [MN] (3)

where C is an indentation coefficient which for the brittle range for sea ice has an empirically determined
value of 1.57 [32,33].

2.4. Contact Geometry

To calculate ice loads using the Popov Method, the ship’s indentation into the ice must be defined.
Following Tunik [11], the indentation can be assessed based on the assumed form of the contact area
between the ship and the ice, which depends both on the form of the ship’s hull, and on the form of the
ice at the point of impact. Per the Popov Method, this form is modelled in terms of an ice–hull overlap
geometry, in the following referred to as contact geometry [34].

In real-life ship–ice interactions, many different types of contact geometries occur. Thus, to enable
the assessment of ice loading from different types of ship–ice interactions, Popov et al. [9], Daley [34]
and Daley & Kim [35] present contact geometry models corresponding to different ship–ice interactions.
A selection of these contact geometries are presented in Figure 1, and explained in the following:

• Round contact geometry. This model, which is behind the design scenario of the ice class standards
of the Russian Maritime Register of Shipping (RMRS), corresponds to an oblique collision with
a rounded ice edge [12]. Related geometrical parameters are the radius of ice floe R, [m], the
waterline angle α, [deg] and normal frame angle β′, [deg]. Parameters α and β′ are dependent on
the hull form, whereas R is dependent on the ice conditions. In the RMRS ice class rules, R is
assumed at 25 m.

• Angular (wedge) contact geometry. This model is applied in the design scenario of the PC
rules [14]. Related geometrical parameters are the ice edge opening angle φ, [deg], waterline angle
α, [deg] and normal frame angle β′, [deg]. According to Popov, et al. [9], φ can be determined by
observation of ice segments broken by a ship. Alternatively, φ can be determined by numerical
simulations [36].

• Symmetric v wedge contact geometry. This model can be applied to assess ice loads from beaching
impacts, i.e., when a ship is ramming an ice sheet so that the bow of the ship rises upwards onto
the ice sheet [34]. Related geometrical parameters are waterline angle α, [deg], frame angle β, [deg]

and stem angle γ, [deg], all of which depend on the hull form at the point of impact.
• Right-apex oblique contact geometry. This model, defined by Daley [34], corresponds to continuous

operation in ice without ramming. Related geometrical parameters are waterline angle α, [deg],
normal frame angle β′, [deg], stem angle γ, [deg] and frame angle β, [deg], all of which depend on
the hull form at the point of impact.
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• Spherical contact geometry. This model can be applied for the assessment of ice loads on a bulbous
bow [20]. Related geometrical parameters are the contact radius r, [m], waterline angle α, [deg]

and the normal frame angle β′, [deg], all of which depend on the hull form at the point of impact.
• Pyramid contact geometry. This model can be applied to assess ice loads from ship–iceberg

interactions resulting in structural deformations [35]. Related geometrical parameters are the ice
edge opening angle φ, [deg], waterline angle α, [deg] and normal frame angle β′, [deg].
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Figure 1. Considered contact geometry models: (a) Round; (b) Angular; (c) Symmetric v wedge; (d)
Right-apex oblique; (e) Spherical; (f) Pyramid (Adapted with permission from Daley [34], International
Conference on Port and Ocean Engineering under Arctic Conditions, 1999, and from Daley & Kim [35],
The American Society of Mechanical Engineers, 2010).

As per the contact geometries presented above, the level of ice loading might depend on the hull
form in terms of the frame angle β, waterline angle α and stem angle γ, as shown in Figure 1. Generally,
a reduced frame angle, an increased waterline angle, or an increased stem angle result in higher ice
loads, and vice versa. However, as discussed by Popov, et al. [9] the influence of the different angles
depends upon the point of impact.

2.5. Identification of Assumptions Behind the Popov Method and the PC Rules

Based on Popov et al. [9], Dolny [14], Daley [10], Daley et al. [37] and IACS [38] we identify the
following assumptions behind the Popov Method and the related PC rules:

• Assumptions related to the definition of the ship–ice collision scenario. The Popov Method
assumes two types of ship–ice collision scenarios defined in Table 1: (a) Ship–ice floe collision,
and (b) ship–ice field collision. The PC rules, on the other hand, assume a single type of ship–ice
collision scenario, namely a glancing impact with thick level ice.

• Assumptions related to the definition of contact pressure. For typical speeds of ships operating

in ice, Popov et al. [9] suggested that the contact pressure p
(
ζn,

.
ζn

)
can be assumed equal to the

ice crushing strength σcr, [MPa] over the whole contact area. Accordingly, the maximum ice load
corresponding to the maximum indentation depth ζmax, [m] can be defined as per

F = σcr

∫ ζmax

0
dA, [MN] (4)
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However, this is a simplification, as the crushing strength of ice depends on multiple factors
and varies between 1.25− 10 MPa [9]. In the PC rules, on the other hand, the contact pressure is
assumed to correspond to the pressure-area relationship following:

P = P0Aex, [MPa], (5)

where P0, [MPa] is average pressure acting on 1 m2 (class dependent), A,
[
m2
]

is the contact area,
and ex is a coefficient empirically determined as −0.1.

• Assumptions related to the definition of the contact geometry case. The application of
specific contact geometries requires making assumptions regarding individual contact geometry
parameters. When applying the round contact geometry model, Popov et al. [9] recommend the
use of R-values in the range of 10–40 m. For angular contact geometry, Popov et al. [9] recommend
the use of ice opening angle values (φ) in the range of 45◦–145◦. In the PC rules the assumed
contact geometry case is always angular (also referred to as a wedge shape) with a constant φ
value of 150◦ [37].

• Assumptions related to the definition of the size of the nominal ship–ice contact area. As per the
Popov Method, the nominal ship–ice contact area is assumed to be dependent on the form of the
hull and ice at the point of impact as per Equation (2). The PC rules, on the other hand, assuming
a wedge-shaped contact geometry, assume a single nominal contact area defined per

A =
ζn

2· tan
(
φ
2

)

(cos β′)2· sin β′

[
m2
]

(6)

Naturally, this is a simplification as the actual contact area depends strongly on the assumed
contact geometry, and thus on the prevailing ice conditions and the hull form.

• Assumptions related to the definition of load length and load height. The load length and load
height, both of which affect the structural requirements in accordance with the PC rules, are
derived as a function of the indentation depth [34,39]. In the PC rules, the design load length w is
assumed to be defined per

w = Wnom
wex, [m] (7)

where Wnom is the nominal contact length of the assumed wedge-shaped contact geometry and
wex is an ice spalling parameter with an empirically determined value of 0.7. The ice spalling
parameter accounts for ice edge spalling effects by reducing the size of the contact patch. Although
this parameter has a significant effect on the determined scantling requirements, no justification
for the assumed value of wex is found in the literature [12]. The design load height hd is related to
the design load length as per

hd =
w

AR
, [m] (8)

where AR is a design patch aspect ratio used to simplify the nominal contact area to an equivalent
area of a rectangular patch.

3. Research Method

3.1. Ship–ice Interaction and Material Parameters

We determine the actual ice conditions and loads based on full-scale ice measurements and visual
observations of the prevailing ice conditions conducted on the Polar Class 5 classified polar research
ship S.A. Agulhas II on a voyage in the Antarctic Ocean in the period November 2013–February
2014 [40]. For the purpose of ice load measurements, the ship’s hull was instrumented in accordance
with Figure 2 with strain gauges at the bow (frames 134 and 134.5), bow shoulder (frames 112 and 113),
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and stern shoulder (frames 39.5, 40, 40.5, and 41) [40]. The prevailing ice conditions were measured
using a stereo camera.

ϕϕ
 

𝐴 = ζ௡ଶ ∙ tan(ϕ2)(cos 𝛽ᇱ)ଶ ∙ sin 𝛽ᇱ  [𝑚ଶ]
 𝑤

𝑤 = 𝑊௡௢௠௪௘௫, [𝑚]𝑊௡௢௠𝑤𝑒𝑥
𝑤𝑒𝑥ℎௗ ℎௗ = 𝑤𝐴𝑅 , [𝑚]𝐴𝑅

Figure 2. Location of strain gauges on the S.A. Agulhas II. (The figure was determined based on
Suominen & Kujala [40]).

The full-scale data describes the ship–ice interaction process and the prevailing operating
conditions in terms of [40]:

• Ship parameters including hull particulars: Length, beam, draft, displacement, hull angles.
• Impact parameters including impact location and speed.
• Environmental parameters including ice floe size, ice thickness and air temperature.

From the full-scale data, we extract two data series for two separate operating days representing
different types of ice conditions and operating modes:

• Data set A. Measurements from 10.12.2013 representing continuous operation in ice as well as
specific manoeuvres such as ramming and reversing in ice. An extract of data set A is presented
in Figure 3.

• Data set B. Measurements from 20.12.2013 representing mainly continuous operation in ice. An
extract of data set A is presented in Figure 4.

 
 
 

 

 

 

Figure 3. Extract from data set A, showing how the measured ice floe diameter, ice thickness and speed
vary during a selected period of 14 h.
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Figure 4. Extract from data set B, showing how the measured ice floe diameter, ice thickness and speed
vary during a selected period of 8 h.

The specified ice floe diameters were determined by visual observations from the ship carried out
every 10 or 15 min [41]. Because the measurements were carried out by visual observation, and because
the size of individual ice floes were specified by categories of diameter range (e.g., 0–20 m, 20–100 m,
100–500 m), the diameter values specified in Figures 3 and 4 are subject to significant uncertainty.

As mentioned in Sec. 2.5, ice crushing strength σcr is an important factor for estimating ice loading
on ships. In order to enable a direct comparison between the measured and calculated ice loads,
accounting for the fact that σcr depends on the prevailing environmental conditions, we calculate
σcr as function of ice salinity, brine volume, ice temperature, ice density and indentation rate in
accordance with an approach proposed by Idrissova, et al. [42]. This approach assumes among others
that ice crushing strength is proportional to the compressive strength of ice as suggested by Michel &
Blanchet [31].

3.2. Collision Scenarios

Following Popov, et al. [9], collision scenarios are defined in terms of the impact location, type
of collision (e.g., collision with an ice floe or an ice sheet) and contact geometry. Naturally, these are
interlinked, because both the type of collision and the impact location affect the resulting contact
geometry. Towards addressing our research questions, we analyse multiple collision scenarios defined
by Table 2.

Table 2. Collision scenarios proposed by Popov et al. [9] and Daley [34].

Impact Location Bow Area, Where the Frame Angle is Larger than 10 [deg]

Types of collisions (a) Glancing impact with an ice floe,
(b) Glancing impact with an ice field

Contact geometries Round, angular, symmetric v wedge, right-apex oblique

Per Table 2, we focus on the bow area because it is typically subjected to the largest ice loads.
Specifically, based on the available full-scale data, we analyse ice loading on two specific impact
locations in the bow area, namely frames 134 and 134.5. We focus on two of the most common types of
collisions, namely glancing impact with an ice floe and glancing impact with an ice field. We consider
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four different types of contact geometry, namely round, angular (with ice edge opening angle of 145◦),
symmetric v wedge and right-apex oblique.

We do not consider pyramid and spherical contact geometries, because we assume that these are
preliminary intended for the analysis of ship-iceberg and bulbous bow-ice impacts [20,35].

We confirmed this assumption by calculations indicating that the applications of the pyramid
and spherical contact geometries result in ice load predictions that are multiple times higher than the
corresponding measurements.

3.3. Ice Load Parameters

To calculate ice-crushing pressure p, [MPA], we first need to calculate related ice load parameters
including indentation depth, contact area, normal force and load length. We calculate indentation depth
directly by the Popov Method for all considered collision scenarios. To this end, we apply the contact
geometry specific values for G and a (see Equation (2)) determined by Popov, et al. [9], Daley [34] and
Daley & Kim [35]. We then calculate the ship–ice contact area A,

[
m2
]
, following Equation (2), then

the related load length l, [m] and the total ice load F, [MN], following Equation (4). The load length is
thereby specific for each contact geometry and can be derived as a function of the indentation depth.
For example, for round contact geometry, load length lround, [m] is calculated following Equation (9) [9].

lround =
5
3
·

√
2·R·ζn

cosβ′
, [m] (9)

Based on the calculated parameters, we calculate ice crushing pressure p as a function of the
contact area for each considered collision scenario, following

p =
F

l·h , [MPa] (10)

3.4. Line Loads

Equation (1) provides a direct estimate for the total ice impact force, acting normal to the hull
shell at the point of impact. The full-scale measurements, on the other hand, correspond to local loads,
making it unreasonable to compare them directly [43]. Therefore, to compare the calculated and the
measured loads, we first have to convert both into line loads. To this end, we first convert ice loads
calculated by the Popov Method into line loads following

q =
F

l
·103, [kN/m] (11)

where q, [kN/m] is the line load, F, [MN] is the total ice load on the frame, and l, [m] is the load length
that is assumed to correspond to the horizontal length of the contact area.

To convert the full-scale measurements into line loads, we first run the measurements for the
selected frames and their combination through a Rayleigh separator, applying a separator value of 0.5
and the threshold value of 10 kN. We then convert the measurements into line loads, separately for
the one-frame spacing of 0.4 m (frame 134) and two-frame spacing of 0.8 m (frame 134 + 134.5), as
described by Suominen & Kujala [40].

4. Results

4.1. Analysis of Data Set A

Based on the description of the prevailing operating conditions of data set A, we calculate line
ice loads for each of the collision scenarios defined in Table 2. An excerpt of the results is presented
in Figure 5, comparing measured and calculated line ice loads for two different contact geometry
assumptions, namely round and angular. In Figure 6, we compare loads calculated for each collision
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scenario with the corresponding measurements in terms of 10-min mean, standard deviation (SD)
and maximum.

∆௠௔௫ ∆௠௘௔௡

 

0.4 𝑚0.8 𝑚

Figure 5. Excerpt of the measured and calculated line ice loads for data set A.
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Figure 6. Comparison between loads calculated for different collision scenario assumptions with
corresponding full-scale measurements in terms of 10-min mean, standard deviation (SD) and maximum.
Load length 0.4 m corresponds to loads on one frame spacing (frame 134), whereas load length 0.8 m

corresponds to loads on two frame spacing (frame 134 + 134.5).

Table 3 presents the percentage-deviations between the measured and the calculated 10-min
mean ∆mean and extreme ∆max values. As per Table 3, we find that a relatively good agreement is
obtained by assuming angular contact geometry in combination with either ship–ice floe impact
having a load length of 0.4 m, or a ship–ice field impact with a load length of either 0.4 m or 0.8 m.
All other combinations of assumptions result in ∆max and or ∆mean exceeding ± 40%, indicating that
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their descriptions of the ship–ice interaction significantly deviate from the actual ship–ice interactions
behind data set A.

Table 3. Percentage-deviations between loads calculated for various collision scenario assumptions
and the measured values of data set A. (Bold font indicates that the deviation is below ±40%.)

Contact
Geometry

Ship–Ice Floe Impact Ship–Ice Field Impact

Load Length of 0.4 m Load Length of 0.8 m Load Length of 0.4 m Load Length of 0.8 m
∆mean ∆max ∆mean ∆max ∆mean ∆max ∆mean ∆max

Angular 33.10% 32.20% 54.40% 64.60% 9.50% −34.70% 31.80% −0.50%
Right-apex

oblique 98.30% 97.60% 114.40% 121.70% 78.00% 37.30% 96.30% 69.30%

Round 55.50% 75.30% 75.60% 102.80% −58.00% −36.80% −36.80% −2.70%
Symmetric V

Wedge 56.20% 76.20% 55.30% 85.40% 52.70% 27.00% 73% 59.70%

4.2. Analysis of Data Set B

Based on the description of the prevailing operating conditions of data set B, we calculate
corresponding line ice loads for each collision scenario defined in Table 2. An excerpt of the results
is presented in Figure 7, comparing measured and calculated line ice loads for four different contact
geometry assumptions, namely round and angular, right-apex oblique and symmetric v-wedge. In
Figure 8, we compare loads calculated for each collision scenario with the corresponding measurements
in terms of 10-min mean, standard deviation (SD) and maximum.

Table 4 presents the percentage-deviations between the measured and the calculated 10-min mean
∆mean and extreme ∆max values. As per Table 4, we find that a relatively good agreement is obtained by
assuming either angular or symmetric v-wedge contact geometry in combination with ship–ice floe
impact with a load length of 0.4 m. All other combinations of assumptions result in ∆max and or ∆mean

exceeding ± 40%, indicating that their descriptions of the ship–ice interaction significantly deviate
from the actual ship–ice interactions behind data set B.

Table 4. Percentage-deviations between loads calculated for various collision scenario assumptions
and the measured values of data set B. (Bold font indicates that the deviation is below ±40%.)

Contact Ship–Ice Floe Impact Ship–Ice Field Impact

Geometry Load Length of 0.4 m Load Length of 0.8 m Load Length of 0.4 m Load Length of 0.8 m

∆mean ∆max ∆mean ∆max ∆mean ∆max ∆mean ∆max

Angular −0.80% −36.00% 24.20% −46.60% −14.00% −84.90% 11.00% −93.60%
Right-apex
oblique 70.30% 37.30% 91.30% 26.60% 56.30% −18.90% 78.50% −29.70%

Round 54.00% 13.70% 76.50% 2.80% −25.90% −86.80% −0.90% −95.50%
Symmetric
V Wedge 23.40% −12.10% 47.70% −23.00% 49.70% −19.00% 72.50% −29.80%
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Figure 7. Measured and estimated line loads from ship–ice floe impact for data set B.

 

Figure 8. Comparison of measured line loads with estimated by Popov Method for data set B.
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4.3. Ice Crushing Strength and Pressure

The considered full-scale ice load measurements (data set A–B) do not include any data to which
we can compare our calculated values of ice crushing strength σcr. Thus, for the validation of our
calculated σcr values, we apply full-scale ice crushing pressure measurements conducted on MV Arctic
and IB Kigoriak in Canadian waters, and on IB Sampo in the Baltic Sea [8]. We compare the calculated
data points of ice crushing pressure (see Equation (10)) with the full-scale measurements as shown in
Figures 9 and 10.

Accordingly, we find that for different collision scenario assumptions, calculated ice crushing
pressures p values decrease with the size of the contact area. For both ship–ice field and ship–ice
floe impacts, the best correlation with the measurements from the Baltic Sea (IB Sampo) and the
Canadian waters (MV Arctic and IB Kigoriak) are obtained by applying angular- and round-contact
geometries, respectively. We also find that the calculated pressure points tend to have a higher spread
when calculated for an assumed ship–ice floe impact (Figure 10) than when calculated for an assumed
ship–ice field impact (Figure 9). This is explained by the fact that in the case of ship–ice floe impacts,
the ice load estimate depends on the ice floe size, which varies significantly as shown in Figures 3
and 4.

We calculated the pressure-area points presented in Figures 9 and 10 based on data set B. A similar
analysis for data set A resulted in similar findings. It should be pointed out that Popov, et al. [9] do not
specify any value of ice crushing pressure. The pressure-area relationship in accordance with PC5 is
plotted in Figures 9d and 10d. For comparison, in Figures 9d and 10d we also plot the pressure-area
relationship as determined in accordance with PC5. Because the PC rules only consider angular contact
geometry, we do not plot any PC definition of ice crushing pressure for other contact geometries. As
per Figures 9d and 10d, we find that the slope of the PC5 pressure-area relationship is less steep than
that of the pressure-area relationships determined based on full-scale measurements. Specifically, as
indicated by the figures, the ice crushing pressures assumed by PC5 appear to be conservative for
larger contact areas above approximately 5 m2.
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Figure 9. Measured vs. calculated ice crushing pressure-area relationships. Collison type: Ship–ice
field impact. Contact geometries: (a) Right-apex oblique; (b) Round; (c) Symmetric v wedge; (d)
Angular. The ice crushing pressure-area relationships determined based on measurements conducted
on MV Arctic and IB Kigoriak, and on IB Sampo, were determined based on Kujala [8].
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Figure 10. Measured vs. calculated ice crushing pressure-area relationships. Collison type: Ship–ice
floe impact. Contact geometries: (a) Right-apex oblique; (b) Round; (c) Symmetric v wedge; (d) Angular.
The ice crushing pressure-area relationships determined based on measurements conducted on MV
Arctic and IB Kigoriak, and on IB Sampo, were determined based on Kujala [8].

4.4. Influence of the Assumed Ice Edge Opening Angle

The PC design loads are calculated assuming an angular contact geometry with an ice edge
opening angle (φ) of 150◦. To assess the influence of the assumed φ-value, we calculated ice load
estimates for φ-values between 90◦–150◦. For the two different load lengths of 0.4 m and 0.8 m,
Figure 11 shows how the calculated ice load (q), in terms of its mean, standard deviation and maximum,
depends on the value of φ, and how the calculated values compare to the measurements. We find
that calculated ice load decreases with increasing ice edge opening angle (φ) values. In addition, by
comparing the calculated line loads with the measurements we find that:

• For one-frame spacing (load length = 0.4 m), a good agreement with the mean and maximum of
the measurements is obtained for Φ-values around 150◦ and 110◦, respectively.

• For two-frame spacing (load length = 0.8 m), a good agreement with the mean and maximum of
the measurements is obtained for Φ-values around 150◦ and 140◦, respectively.
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Figure 11. Comparison of line loads from the Popov Method for different ice edge opening angles of
angular contact geometry.

5. Discussion and Conclusions

This study analyses a collision-energy-based method for the prediction of ice loading on ships
known as the Popov Method. Even though the method is fundamentally analytical, due to unknowns
related to the ship–ice interaction process and the material properties of sea ice, its practical application
relies on numerous assumptions, some of which are empirically determined. To analyse the role of
the assumptions, we compare ice load calculated for various assumptions with two different series of
full-scale ice load measurements, referred to as data set A-B. Both of the data series originate from the
same voyage, but differ in terms of operating conditions and modes. Data set A includes measurement
data from operation in level and broken ice, including specific manoeuvres such as repeated ice
ramming and reversing in ice. Data set B, on the other hand, mainly consists of measurement data
from operation in broken and level ice without stops.

Towards addressing the research questions of Ch. 1, we calculate ice loads for two different types
of collisions, namely the ship–ice floe and ship–ice field collisions. For each assumed collision type, we
calculate loads for two different load length assumptions, namely 0.4 m and 0.8 m, and for four types
of contact geometries, namely angular, right-apex oblique, round and symmetric v wedge.

In response to RQ1, we find that the obtained ice load prediction is very sensitive to assumptions
concerning the modelling of the collision scenario and the operating conditions. For instance, depending
on the assumed type of contact geometry, the obtained maximum load estimate might vary between
4%–122% of the corresponding full-scale measurement. This finding indicates that to get a reliable
load estimate, the applied assumptions concerning the collision scenario and operating conditions
(e.g., type of ice, floe size and ice thickness) must closely correspond to the actual condition.
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In practice, this means that when applying the Popov Method, for instance in the context of
goal-based design, multiple different ship–ice interaction scenarios must be considered to account for
the often complex operating conditions of an Arctic ship.

In response to RQ2, we find that the best agreement with the full-scale measurements is obtained
by applying the following combination of the assumptions: (a) Ship–ice floe collision, (b) angular
contact geometry, and (c) load length of 0.4 m. Application of these assumptions overestimated the
10-min mean and extreme values of data set A by 33% and 32%, respectively. For data set B, on the
other hand, the same assumptions underestimated the 10-min mean and extreme values by 1% and
36%, respectively. All other combinations of assumptions resulted in load estimates where either the
mean or the extreme value deviated from either or both of the data series by more than 40%.

When applying an angular contact geometry, it is necessary to assume the value of the ice edge
opening angle (φ). To investigate the role of this value, we calculated ice load estimates for φ-values
between 90◦–150◦. We find that the calculated mean and extreme loads are negatively dependent on
the ice edge opening angle. We conclude that the resulting underestimation of loads of data set B using
the above defined preferred combination of assumptions could have been avoided by assuming an ice
edge opening angle of around 110◦ instead of the applied value of 145◦.

Assumptions behind the Popov Method and the related PC rules do not only concern the ship–ice
interaction scenario, but also the material properties of ice, specifically the ice crushing strength. In this
study, in order to enable a direct comparison between the calculated and measured loads, we estimate
the ice crushing strength directly as a function of the ice salinity, brine volume, ice temperature, ice
density and indentation rate. To validate the calculated ice crushing pressure values, we compare them
with corresponding full-scale measurements. We find a good agreement between our calculated values
and the corresponding measurements, both showing a negative relationship between ice crushing
pressure and contact area.

As such, the present study does not aim to influence any existing regulations directly. However,
by analysing the effects of the generalizing assumptions behind the PC rules, this work provides
motivation and support for a goal-based design in line with the Polar Code. We believe that the present
study contributes to a better understanding of the application of the Popov Method in design cases
outside of the conditions formally considered in standard PC rules. For instance, to help to assess ice
loading in pack ice in ship–ice floe interactions, or to assess ice loads on the aft or mid-body when
specific contact geometries must be applied.

Because many of the actual ship–ice interaction parameters related to the measured ice loads, such
as contact geometry and load length, are not fully known, the study cannot be considered a validation
of the Popov Method. Nevertheless, it is promising that, for specific combinations of the assumptions,
we obtained a good agreement with the measurements. Thus, we conclude that the Popov method has
the potential to become a useful tool for goal-based design in the context of the Polar Code. It should
be noted that this study is limited to assessing the effects of various assumptions when applying the
Popov Method to estimate ice loading on ships. As such, it does not aim to directly compare PC
design loads with full-scale measurements. Specifying a PC design load requires considering ice loads
calculated for at least four sub-regions in the bow area along the waterline [38]. Because our applied
full-scale data is limited to ice loads measured on two frames on the bow of the ship, it does not support
a fair comparison. Therefore, comparing PC design loads with full-scale measurements remains a topic
for future research. Another topic for future research is to address numerous unknowns related to the
ship–ice interaction and sea-ice material properties, such as the actual ship–ice contact geometry and
line load distribution in various types of ship–ice collisions.
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Abbreviations

Polar Code International Code for Ships Operating in Polar Waters
IMO International Maritime Organization
IACS International Association of Classification Societies
PC Polar Class
SOLAS International Convention for the Safety of Life at Sea
MARPOL International Convention for the Prevention of Pollution from Ships
FR Functional Requirements
RMRS Russian Maritime Register of Shipping
DOF Degree of Freedom
MV Motor Vessel
IB Icebreaker
RQ Research Question
Notations

Mred Total reduced mass of the ship–ice system: [t]
F Total ice load, [MN]

A Nominal contact area,
[
m2
]

ζn Indentation depth, [m]

t Time, [sec]

p
(
ζn,

.
ζn
)

Contact pressure, [MPa]

a Exponent of the configuration of the ice edge at the point of impact
G Coefficient of the geometric parameters of the ship and ice
σco Ice compressive strength, [MPa]

C Indentation coefficient
T1 Kinetic energy of the ship, reduced toward the line of impact, [J]
T2 Kinetic energy of the ice, reduced toward the line of impact, [J]
U Ice crushing related work, [J]
V Potential bending strain energy of a semi-infinite ice plate, [J]
Mred

ship, Mred
ice Reduced masses for the ship and ice floe, [t]

v1, v2 Reduced speeds for the ship and ice floe, [m/sec]

Pv Vertical component of contact force, [N]

γi Specific weight of ice,
[
N/m3

]

D Flexural stiffness of ice plate,
[
Pa·m3

]

E Elastic modulus of ice, [Pa]

hi Ice thickness, [m]

µ Poisson ratio for ice
σcr Ice crushing strength, [MPa]

ζmax Maximum indentation depth, [m]

R Radius of an ice floe, [m]

Φ Ice edge opening angle, [deg]

ζx Projected horizontal indentation depth, [m]

ζy Projected vertical indentation depth, [m]

α Waterline angle, [deg]

β Frame angle, [deg]

β′ Normal frame angle, [deg]

γ Stem angle, [deg]

r Contact radius, [m]

P Average pressure, [MPa]

P0 Average pressure on 1 m2, [MPa]
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ex Exponent in pressure-area relationship
w Design contact length, [m]

Wnom Nominal contact length, [m]

wex Empirical ice spalling parameter
hd Design load height, [m]

AR Design patch aspect ratio
l Load length, [m]

h Load height, [m]

p Ice crushing pressure, [MPa]

q Line load, [kN/m]

lround Load length for round contact geometry, [m]

∆mean Difference between the calculated and measured mean values, [%]
∆max Difference between the calculated and measured maximum values, [%]
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