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Abstract—The reproduction of acoustics is an important aspect
of the preservation of cultural heritage. A common approach
is to capture an impulse response in a hall and auralize it
by convolving an input signal with the measured reverberant
response. For immersive applications, it is typical to acquire
spatial impulse responses using a spherical microphone array
to capture the reverberant sound field. While this allows a
listener to freely rotate their head from the captured location
during reproduction, delicate considerations must be made to
allow a full six degrees of freedom auralization. Furthermore, the
computational cost of convolution with a high-order Ambisonics
impulse response remains prohibitively expensive for current
real-time applications, where most of the resources are dedicated
towards rendering graphics. For this reason, simplifications are
often made in the reproduction of reverberation, such as using
a uniform decay around the listener. However, recent work has
highlighted the importance of directional characteristics in the
late reverberant sound field and more efficient reproduction
methods have been developed. In this article, we propose a
framework that extracts directional decay properties from a set of
captured spatial impulse responses to characterize a directional
feedback delay network. For this purpose, a data set was acquired
in the main auditorium of the Finnish National Opera and Ballet
in Helsinki from multiple source-listener positions, in order to
analyze the anisotropic characteristics of this auditorium and
illustrate the proposed reproduction framework.

Index Terms—Reverberation, acoustic propagation, delay net-
work, auralization, multichannel sound reproduction.

I. INTRODUCTION

Large historical buildings, such as churches, amphitheaters,
and concert halls, all carry acoustic properties leading to
invaluable reverberation, unique for each hall. For this reason,
capturing the acoustics of these spaces plays an essential role
in the conservation of their cultural heritage. Acquiring a
detailed representation of their acoustics is also a key aspect in
reproducing these spaces in mixed reality (MR) applications,
such as virtual reality (VR) and augmented realty (AR), where
a listener may move freely in an environment reproduced
virtually.

This work has been funded by the Kaute Foundation (project ”Conservation
of the Acoustics of Historical Halls in Helsinki”). This study is part of the ac-
tivities of the “Nordic Sound and Music Computing Network—NordicSMC”,
NordForsk project number 86892.

In order to auralize acoustics in real time, most reproduction
methods are required to make a compromise between accuracy
and efficiency. For instance, as the perceptual importance
of salient early reflections (ERs) is well known [1], special
care is usually given to their reproduction [2], while the late
reverberation is often reduced to decaying stochastic noise [3].
Indeed, while never fully realized in practice, the diffusion of
sound energy in a room over time tends to lead to a more
homogeneous and isotropic distribution [4]. In an opera hall,
the orchestral pit and the large area behind the main stage
form a coupled volume with the seating area of the hall and
their distinct decay characteristics creates an anisotropic sound
field [5].

One common method for the reproduction of acoustics is
to capture room impulse responses (RIRs) or spatial room
impulse responses (SRIRs) [6], [7]. While capturing SRIRs
is the most accurate way to preserve the acoustics properties
of a hall, this approach requires many measurement positions
when a sound field is inhomogeneous [8]. Another approach
to auralize the acoustics of a hall is to produce its response
artificially using virtual acoustics methods [9], [10].

Delay network reverberators are a different type of re-
production methods used to reproduce the perceived charac-
teristics of reverberation [11], [12]. In one of their earliest
form, a simple multi-tap recirculating delay line was used to
enhance the acoustics properties of a hall [13]. More complex
delay networks emerged once the cost of physical delay units
decreased and with the introduction of the all-pass filter to
produce a colorless reverberation effect [14]. Delay networks
continued to evolve, and a more generalized design came with
the feedback delay network (FDN) [11], still commonly used
today.

In multichannel reproduction, delay networks are commonly
used to create sets of decorrelated signals, each decaying to-
wards a unique reverberation time, thus assuming an isotropic
sound field. However, rooms lacking good diffusion proper-
ties exhibit inhomogeneous and anisotropic decay of sound
[4], [15]. Recent work has proposed novel ways to analyze
decaying sound fields [16]–[19] while directional decay char-
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acteristics have also been found to be perceptually important
once a certain threshold is met [20], [21].

Recently, modified versions of the FDN were proposed
to produce direction-dependent reverberation characteristics
using a directional feedback delay network (DFDN) [22], [23].
In this article, we propose a method to extract key directional
characteristics from a set of captured SRIRs to produce a
compact data set of properties used to specify the parameters
of a DFDN for auralization. The reverberation algorithm
also offers six degrees of freedom (6DoF) auralization by
interpolating between the values in the data set to modulate
the gains in the delay network.

In the next section, we review the analysis of directional
decay characteristics and their reproduction using a DFDN.
Section III describes the proposed reproduction framework and
provides analysis results from the data set of SRIRs measured
in the main auditorium of the Finnish National Opera and
Ballet in Helsinki. Section IV concludes the paper and discuss
future work.

II. BACKGROUND

A. Statistical Sound Field Analysis

A captured RIR contains time and frequency information
on the decay of energy in a room, but the recording is
also susceptible to environmental noise present during the
recording. Early in a RIR, sparse ERs are present. However,
after a short period of time, the density of echoes in the RIR
is such that it is no longer possible to identify individual
reflections [14]. For this reason, decay properties of a late
reverberant sound field are better analyzed through statistical
methods, such as the energy-decay curve (EDC) [24], which
consists of the integration of energy from a given sample n
until the end of the measured RIR, as defined in dB by

EDC(n) = 10 log10

(
N∑
i=n

(
y(i)

)2)
, (1)

where N is the length of the RIR in samples. Since the decay
is rarely uniform at all frequencies, it is preferable to analyze
the decay as a frequency-dependent phenomenon. For this
purpose, the energy-decay relief (EDR) [25] extends the EDC
analysis by using a filter bank to obtain a set of frequency-
dependant decay curves.

A common descriptor of late reverberation is the decay time,
usually defined as the time required to reach a 60 dB energy
decay (T60). Due to the rapid drop of energy in the beginning
of the response and the presence of noise [26], a T60 is usually
estimated from a T30, measured from a 30 dB decay following
the first 10 dB drop, called the early decay time (EDT) [27].

To analyze a spherical sound field, these measures of energy
decay are expanded to a set of angle-dependent directional
room impulse responses (DRIRs). More specifically, using
a captured SRIR encoded in spherical harmonics (SHs), we
extract the DRIRs through plane wave decomposition for a
set of angles distributed around the sphere

y(n, φ, θ) = yT (φ, θ) s(n), (2)

Fig. 1. EDD analysis of a measured SRIR, illustrating directional decay
deviations on the lateral plane. The radius is the time axis and the areas in
red represent directions with more energy in the decay, while directions in
blue have less.

where s is the SRIR, and y is a vector of SH transforms for a
pair of azimuth and elevation angles (φ, θ). Directional decay
curves are calculated from a DRIR with [16], [18], [21]

EDC(n, ω, φ, θ) = 10 log10

(
N∑
i=n

(
y(i, ω, φ, θ)

)2)
, (3)

where ω is the center frequency of a band in a filter bank.
To analyze the directional decay characteristics contained in

the DRIR, we first calculate a mean energy decay curve from
individual directional decay curves through

EDC(n, ω) =
1

K

K∑
k=1

EDC(n, ω, φk, θk), (4)

which is then subtracted from specific directions to obtain
a measure of the energy decay deviation (EDD) [16], [21],
defined as

EDD(n, φ, θ) = EDC(n, φ, θ) − EDC(n). (5)

In Fig. 1, the EDD analysis is performed on the lateral
plane of a captured SRIR. The SRIR is taken from the data
set detailed in the following section. The red color is used
to highlight directions with more energy in the decay when
compared to the mean, while blue represents directions with
less energy.

B. Directional Feedback Delay Network

A DFDN [22], [23] is a delay network reverberator which
extends the design of an FDN [11] to produce multichannel re-
verberation with directional decay characteristics. In a DFDN,
each delay path contains a group of K delay lines to carry
a multichannel signal (Fig. 2). In this method, the channels
may be defined as SH [22] or incident plane-waves distributed
around a sphere [23]. In this article, we use the plane-wave
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Fig. 2. Flow diagram of the DFDN [23]. The delay paths are organized into delay groups. The thick lines represent multichannel signal paths.

representation. The transfer function of the reverberator is
defined as [23]

y(z) =

N∑
i=1

cTi Gi(z) si(z) + d� x(z), (6)

si(z) = Zi(z)

[
bi � x(z) +

N∑
j=1

AijGj(z)sj(z)

]
, (7)

where � denotes element-wise multiplication (Hadamard
product) and vectors s(z), b, and c are

si(z) =


si,1(z)
si,2(z)

...
si,K(z)

 , bi =


bi,1
bi,2

...
bi,K(z)

 , ci =


ci,1
ci,2

...
ci,K

 , (8)

representing the K channels of the ith delay group. The
matrices Zi(z), and Gi(z) are defined as

Zi(z) =


z−mi,1 0 · · · 0

0 z−mi,2 · · · 0
...

...
. . .

...
0 0 · · · z−mi,K

 , (9)

and

Gi(z) =


Gi,1(z) 0 · · · 0

0 Gi,2(z) · · · 0
...

...
. . .

...
0 0 · · · Gi,K(z)

 , (10)

where individual Gi,j(z) contains the transfer function of an
absorbent filter for the jth direction.

To specify these filters, the reverberator uses a set of
direction- and frequency-dependent decay times parameters
T60(ω, φ, θ). These decay times are used to calculate the
necessary per-sample attenuation in the system using

gdB(ω, φ, θ) =
−60

T60(ω, φ, θ)fs
, (11)

glin(ω, φ, θ) = 10
gdB(ω,φ,θ)

20 , (12)

which are then raised to the power of individual delay lengths
in the system, to calculate the required attenuation at the output
of each delay lines. The gain vector for a group of delay lines
is defined as

gi(ω, φ, θ) = (glin(ω, φ, θ))mi , (13)

where mi is the delay length vector of the ith delay group.
These gain values are used to specify a graphic equalizer

after each delay lines, which are formed by a cascade of L−1
second-order IIR peak filters and a high-shelf filter [28]:

G(z) = G0

L∏
l=1

Gl(z). (14)

where G0 is the overall broadband gain factor.

III. PROPOSED METHOD

Due to the inhomogeneous and anisotropic characteristics
of the sound field in an opera hall, which is induced by
the coupled volumes it contains [5], the proposed framework
for reproducing their acoustics involves the capture of SRIRs
using a spherical microphone array from multiple positions in
the hall (Fig. 3). The resulting data set is later analyzed in
order to extract a subset of key perceptual characteristics of
the decaying sound field at each location. Using the analyzed



Fig. 3. Main auditorium at the National Finnish Opera and Ballet in Helsinki, Finland. The positions of the loudspeaker (S) and microphones (circles
numbered from 1 to 15) are shown. The point v is the location of a virtual point used to illustrate the interpolation of parameters in Fig. 9.

information, we use a DFDN reverberator to auralize direc-
tional decay characteristics in 6DoF. The proposed method
adapts to any distribution of data points using interpolation,
and the spatial resolution of the reverberator is chosen to
satisfy computational constrains.

The decay parameters of the DFDN, which operates on a
set of directions (φ, θ) and bands with center frequency ω,
are specified by analyzing the measured SRIRs, as defined in
Eq. (2) and Eq. (3).

A. Capturing the Data Set

We captured a data set of SRIRs in the main auditorium of
the Finnish National Opera and Ballet in Helsinki, Finland.
For this experiment, we placed a 8430A Genelec loudspeaker
in the center of the main stage of the auditorium, in front

of the orchestral pit, which was opened. We acquired SRIRs
from 15 microphone locations using a fourth order ambisonics
microphone (Fig. 3). The SRIRs were measured using a sine
sweep between 80 Hz and 12 kHz over 30 s. The gain of the
microphone was adjusted with sufficient headroom from the
closest microphone position, and the microphone gain was
kept constant throughout the recording. The ventilation system
was turned off to minimize the background noise.

Depending of the desired application, it may be beneficial
to vary the sound source location as well, to capture SRIRs
containing information on the ERs from different locations.
However, in this experiment, we were mainly interested in
capturing different microphones positions.

In this section, we give an overview of the various parame-



Fig. 4. Distribution of EDC0 values on the top hemisphere, representing
the total energy in the decay of the sound field from the various captured
microphones locations.

ters that are analyzed from the measured data set and how this
information is used to specify the design of the delay network
reverberator.

B. Early Reflections

Some of the more critical auditory cues of a room come
from ERs [29]. One of several approaches may be used to
extract or simulate the ERs for reproduction. In the proposed
method, the ERs are processed separately in a parallel signal
path, and the emphasis is on the late reverberation. As such, the
method used for the reproduction of ERs may vary depending
of the application. For instance, using individual SRIRs, it is
possible to extract the direction of arrival (DOA) of individual
reflections [30], but interpolating between captured points
may still be challenging. A more accurate representation of
the reflective surfaces may be obtained by leveraging more
data points, which is suitable for 6DoF sound reproduction
[31]. For real-time auralization, another method is to use
geometric acoustics to simulate the sound propagation using
the geometry of the room [32], [33].

C. Early Decay

As the ERs are reproduced separately, the DFDN is designed
to produce late reverberation. A mono input signal (x) is
first copied to each delay group, but needs to be weighted.
Indeed, an important characteristic of an IR is the early
decay time (EDT), defined as the time required for the first
10 dB of attenuation in an IR. However, in the case of an
SRIR, the relative amplitude of different directions is also an
important characteristic. For this reason, we chose to analyze
the spatial distribution of energy from the beginning of the
response by using the EDC value of the first sample (EDC0),
corresponding to the total energy of a given DRIR. The
analysis is performed on a 840-point grid distributed around
the sphere [34].

Fig. 5. Estimated directional decay times for the captured SRIRs in the
frequency range of 200Hz-800Hz, the values are centered around a mean
decay times with red representing longer decay times, and blue shorter ones.

Figure 4 shows the directional distribution of values on
the top hemisphere for each measurement, from perspective
illustrated in Fig. 3. Unsurprisingly, due to the exponential
decay, the energy predominantly comes from the direct sound.
The EDC0 values are used to specify the input gain vector bi

of the DFDN, as defined in Eq. (7) and Fig. 2.

D. Directional Late Reverberation

In order to specify the frequency- and direction-dependent
absorbent filters in the recirculation path of the DFDN, we
analyze the decay times T60(ω, φ, θ), calculated from the T30
of the DRIRs, at multiple bands ω. In a FDN reverberator,
it is common to use three frequency bands for low, mid, and
high frequencies. The set of K directions should be carefully
selected as more directions will increase the computational
complexity of the system, while a lower K value will smooth
out the directional features. In a previous study, a set of
12 directions equally distributed around the sphere has been
shown to offer satisfactory results [23].

In Fig. 5, the spatial distribution of T60 values are rep-
resented from the top hemisphere of each measured SRIRs,
as represented in Fig. 3. Here, the results show the analysis
for low frequencies, between 200 Hz and 800 Hz. For visu-
alization, a mean T60 (T60) is calculated for each captured
SIR and white represents directions with a T60 at this mean,
while dark red and blue represent directions with respectively,
longer or shorter T60. The ∆T60 values corresponds to the
difference between the mean and the maximum absolute
value, meaning that dark red directions have a decay time
of T60 <= T60 + ∆T60 and darker blue directions have
T60 >= T60 − ∆T60. In this frequency range, the late
reverberant energy is concentrated slightly more towards the
back of the hall.

In Fig. 6, the same analysis was performed in the 1 kHz to
2 kHz band, which has a more varied distribution of late energy



Fig. 6. Estimated directional decay times for the captured SRIRs in the
frequency range of 1 kHz-2 kHz, the values are centered around a mean decay
times with red representing longer decay times, and blue shorter ones.

Fig. 7. Estimated directional decay times for the captured SRIRs in the
frequency range of 2 kHz-6 kHz, the values are centered around a mean decay
times with red representing longer decay times, and blue shorter ones.

throughout the various microphone locations. The T60 is also
slightly longer in this band compared to the other analyzed
bands. Finally, Fig. 7 shows that the late reverberation in the
2 kHz to 6 kHz frequency range is predominately incident from
above the listening points.

Using the measured frequency- and direction-dependent
decay times, we calculate the necessary attenuation and specify
the three-band absorbent filters for each delay lines using
Eq. (11) through Eq. (14). The other parameters of the DFDN,
including the orthogonal recirculating matrix and the length of
individual delay line, may be perceptually tuned or randomized
within an small range.

PM

P1
P2

P3

Pv

· · ·
dM

d1
d2

d3

Fig. 8. IDW interpolation method is based on the distances d1...dM between
a virtual point Pv and its neighbouring data points P1...PM .

E. Interpolation Between Measurement Points

The analysis results of the various data points are used to
specify some of the parameters of the DFDN when a listener
is at these points. However, to reproduce any location in
between these data points, an interpolation method is required
to estimate the set of parameters. The interpolation occurs in
the analyzed parameter space and not in the audio domain.
As such, the main goal is to obtain interpolated values for
EDC0(φ, θ) and T60(ω, φ, θ) in order to modulate the input
gains bi and absorbent filters Gi(z) in the DFDN. For a
real-time implementation, the change of these values should
occur over several audio frames to avoid any discontinuity and
special consideration should be taken when modulating the IIR
filters.

Since our data set is relatively sparse, we use a simple
interpolation technique for non-uniformly distributed points
called the inverse distance weighting (IDW), which consists
of weighting the values of surrounding points based on their
distance to a given point [35]. We chose the IDW method
since it is especially robust when using a data set distributed
on a sparse and non-uniform grid, allowing a lot of flexibility
with the measured data set. The IDW method is defined as

wi =
1
di∑M
i=1

1
di

, (15)

where di is the distance from a desired location to the ith of
its M nearest surrounding data points. Using these weights,
the decay times of individual directions are obtained using a
weighted average of the surrounding points through

T60 =

M∑
i=1

wiT
i
60, (16)

where Ti
60 is a vector containing the directional decay times

for a given point.
In Fig. 9, the interpolated decay times are given for the vir-

tual point labeled v in Fig. 3. The interpolation was performed
on the data analysed in the 2 kHz-6 kHz frequency range and



Fig. 9. Interpolation results of directional reverberation times in the 2 kHz-
6 kHz frequency range for a virtual point located between data points 1, 2,
6, and 7, cf. Fig. 7.

the distances between v and its four surrounding data points (1,
2, 6, and 7) were measured in meters as 2.909, 3.926, 2.883,
and 3.608.

Since this performs a weighted averaged of the values, this
interpolation approach may hide peaks and valleys in between
the analyzed data points. As such, the main purpose of this
interpolation is to modulate the gains in the reverberator and
provide a smooth transition between the measured data points
for auralization but it does not represent an accurate measure
of the sound field at that location. A denser set of measurement
points is likely to improve the accuracy.

F. Output Analysis of a DFDN

Finally, in Fig. 10, we analyze the EDD of an artificial SRIR
generated using a DFDN, encoded in third-order Ambisonics
from K = 24 directions and 16 delay groups. The individual
delay lengths and the recirculating matrix were randomized.
The overall characteristics of the decay are reproduced while
some smoothing occurs due in part to the ambisonics pro-
cessing. The output of this reverberator may be encoded for
binaural sound reproduction [23].

IV. CONCLUSION

In conclusion, we presented a framework to capture, ana-
lyze, and reproduce the acoustics of a hall in 6DoF using a data
set of measured SRIRs. The ERs are reproduced separately
using pre-existing methods, while the late reverberation is
reproduced using a DFDN reverberator. Using a data set of
SRIRs, key perceptual parameters are extracted to specify the
design of the artificial reverberator, capable of reproducing
frequency- and direction-dependent decay characteristics.

The values of these parameters are interpolated to provide
a smooth transition between data points during sound repro-
duction. The interpolation method used offers flexibility on
the measurement grid used for the captured data set, and the
reverberation algorithm supports lower spatial resolution to

Fig. 10. EDD analysis of a simulated SRIR using a DFDN reverberator,
illustrating directional decay deviations on the lateral plane (cf. Fig. 1). The
radius is the time axis and the areas in red represent directions with more
energy in the decay, while directions in blue have less.

satisfy computational constrains. Using the proposed frame-
work, the directional reverberation of historical halls, such as
the auditorium at the National Finnish Opera and Ballet in
Helsinki, may be analyzed in more details while the DFDN
provides an efficient means for their reproduction.

Future work includes exploring different interpolation meth-
ods and extending the data set to a denser measurement grid in
order to assess the interpolation accuracy. More historic halls
will also be captured to study the directional characteristics
present in real spaces.
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