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Abstract—Dynamic resource provisioning and quality assurance for the plethora of end-to-end slices running over 5G and B5G networks require advanced modeling capabilities. Graph Neural Networks (GNN) have already proven their efficiency for network performance prediction. GNN architecture matches well the structures usually met in communications networks. In this paper, the focus is on the IP transport network as one of the end-to-end 5G architecture domains. The recently published RouteNet GNN is taken as a reference and starting point for our study. RouteNet performance is verified by a new implementation in the PyTorch ML library. Next, an alternative Path-Link neural network (PLNet) architecture is proposed and evaluated. After hyper-parameter tuning for both models, the results show that PLNet and RouteNet achieve a similar accuracy level. The advantage of PLNet is in parallel architecture. It is demonstrated that its inference speed is not sensitive to the length of the network’s paths.

I. INTRODUCTION

The emerging 5th generation (5G) networks have significant architectural improvements compared with 4G. Indeed, the introduction of new engineering approaches is caused by the need to support very different categories of service requirements: ultra-low latency, extremely high data rate, low energy consumption, and low-cost [1]. Achieving this flexibility with 4G service provisioning would require significant effort. 5G and beyond 5G (B5G) networks allow different entities and stakeholders to instantiate and run virtually isolated networks with diverse business demands and priorities on the same shared infrastructure [2], [3]. These differentiated network services, called slices, possess individualized requirements typically defined by the requirements on bandwidth, packet loss ratio, delay, jitter, etc. Therefore, it becomes essential to assure service SLAs and manage traffic flows dynamically and intelligently for the coexistence of slices and optimal use of equipment [4], [5].

As pointed out in [6], unlike mostly hardware-driven advancements seen in the previous network generations, the evolution of 5G also necessitates for significant progress in software. Specifically, 5G networks provide very adaptive architecture for various types of services [7]. Network Function Virtualization (NFV), Software-Defined Networking (SDN), and Control and User Plane Separation (CUPS) are among the key enabling technologies of 5G. A hierarchy of clouds spanning from the far edge and up to core and public data centers gives the possibility to execute Virtual Network Functions (VNF) and applications in the optimal locations. However, it is still necessary to take into account the availability of computational and storage resources, transport link capacities, and traffic demands over all possible slice deployments [5].

Indeed, the complexity and flexibility of 5G require new capabilities and advanced automation from end-to-end network management and orchestration. It is not sufficient that each of the network domains is orchestrated separately to guarantee end-to-end Quality of Service (QoS). Necessary interfaces and overall architecture are defined by various standardization and open-source forums, including, for example, ETSI Zero-touch network and Service Management (ZSM) [8].

Advanced modeling of end-to-end network performance and availability of domain resources act as a foundation for more efficient network operation and optimization solutions with lower computational costs. In this paper, we are focusing on the IP transport network as the concrete use-case. However, we believe that the study’s findings can be applied in the broader scope for end-to-end network orchestration and slice provisioning tasks.

Despite the long history of algorithm development for KPI prediction and routing in IP networks, the research community is still looking for the tradeoff between computation efficiency and accuracy. Analytical models are efficient but cannot always achieve acceptable accuracy when network configuration becomes complex. It is also challenging to take into account non-intuitive behavior and the differences between the versions of transport-layer protocols [9]. On the contrary, detailed network simulators like ns-3 [10] or OMNeT++ [11] can produce accurate KPI predictions. However, this is achieved with high computational cost since every packet is modeled individually. The applicability of such simulators to real-time tasks is also limited due to the scalability problem when the number of packets or the size of the network increases. Hence, Machine Learning (ML) approaches, with their ability to learn from the past data and generalize [12], is a promising way forward. Consequently, there is increasing interest in utilizing ML-based methods for network modeling in traffic management tasks.

The first works that applied ML techniques for the performance evaluation of communication networks were already able to provide high prediction accuracy [13], [14]. These models assume the knowledge of high-level, manually defined features that also need periodic measurements. The majority
of the state-of-the-art approaches [15]–[17] use traditional Neural Network (NN) architectures. Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) models are known to be very efficient for computer vision [18] or natural language processing tasks [19]. However, they cannot perform that well when applied directly to the objects with a specific internal organization such as a communication network. The main reason is that fully-connected layers induce limitations on the entities and relations they are modeling [20], [21]. Therefore, once the network topology changes, the model must be re-trained or re-designed.

Recently, several papers [20], [22]–[24] proposed GNN models for network optimization and traffic management. The authors show that the GNN architecture is appropriate for learning the underlying relationships over graph-like structures and, therefore, can generate accurate KPI predictions for network topologies and routing schemes not present in the training data-set. Importantly, this approach can be effectively used for large topologies with thousands of links and communication nodes and as a part of deep reinforcement learning algorithms [25].

For this study, the version [26] of the RouteNet model [22] is used as a starting point. Firstly, we re-implement RouteNet with PyTorch library [27]. It is trained and cross-checked against the original TensorFlow implementation. Then, we construct a new Path-Link GNN (PLNet) with a simpler architecture. Our modeling assumption is that the communication network can be presented as a bipartite graph. The results show that the sequence of links in a path has little impact on the data flow performance. Additionally, we tune the hyper-parameters of both RouteNet and PLNet. After that, it is demonstrated that PLNet can archive similar path delay prediction accuracy as RouteNet. The significant fact is that PLNet inference speed is not dependent on the number of links in the path. Furthermore, we consider several ways to implement PLNet and simplify its design to optimize for execution speed at the price of a bit lower accuracy.

The rest of the paper is organized as follows. In the next Section, the studied scenario and data-sets are introduced. In Section III, we describe how GNNs can be applied in this context. RouteNet architecture is explained, and it is shown how it can be made more efficient in PLNet. Section IV is devoted to the performance comparison of RouteNet and PLNet and the analysis of the results. Finally, we draw the conclusions in Section V.

## II. EXPERIMENTAL SETUP

For training and evaluation of the models, we use publicly available Knowledge-Defined Networking (KDN) training data-sets [28] generated with packet-level simulator OMNeT++.

The considered IP network has the form of a graph without disconnected nodes. Each node in the modeled is a router. Depending on the destination address, it can forward IP packets through one of the interfaces. The number of interfaces is defined by the number of one-hop links from the node to its neighbors. Each node can create packet flows to any other node in the network with specified traffic demands in Kbps. There are no particular assumptions about the implementation of the routing protocol. The routing table is given for each node at the beginning of the simulation and can be defined randomly, manually, or based on some algorithm that takes node, link, and route KPIs into account. In the simplest case, the routes are calculated based on the Shortest Path First (SPF) Dijkstra’s algorithm.

In KDN training data-sets data-sets, it is assumed that each node of the network can send packets to any other one. We agree that in 5G deployments, the traffic can be more directive, i.e., from the RAN towards the Core. However, the introduction of edge computing will make it more distributed. Therefore, we believe it is still a valid scenario and a good starting point both for the training and validation of the models.

We agree that in 5G deployments, the traffic can be more directive, i.e., from the RAN towards the Core. On the other hand, the introduction of edge computing will make it more distributed.

The KDN data-sets have been generated for IP networks with four real-world topologies: the 14-node NSFNET, the 17-node GBN, the 24-node GEANT2, and the 50-node Germany50 (see Table I for details). For each data-set, the capacity of each link is set to a fixed value, and the traffic demand $d_{ij}$ between each source-destination pair $(i, j)$ is randomly simulated as

$$d_{ij} = \frac{zt}{N - 1}, i \neq j,$$

where $z$ is drawn from a uniform distribution in the range $[0.1, 1]$, $t$ is a parameter that controls the overall traffic intensity in the network simulation, and $N$ is the number of nodes in the network. Each topology data-set includes simulation results from around 100 different routing schemes with varying traffic intensities, giving a total of 125,000 independent results. This could eliminate the dependency on any particular implementation of the routing algorithm or policy.

For each end-to-end path, the simulator produces multiple performance indicators, such as the average packet jitter and delay, the absolute number of transmitted and dropped packets.

In this paper, we concentrate on the prediction of the logarithm of the path average packet delay. Extending the models for predicting other performance indicators is straightforward.

<table>
<thead>
<tr>
<th>Data-set</th>
<th># nodes</th>
<th># links</th>
<th>Avg. path length</th>
<th>Max path length</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSFNET</td>
<td>14</td>
<td>42</td>
<td>2.14</td>
<td>4</td>
</tr>
<tr>
<td>GBN</td>
<td>17</td>
<td>52</td>
<td>2.70</td>
<td>6</td>
</tr>
<tr>
<td>GEANT2</td>
<td>24</td>
<td>74</td>
<td>2.92</td>
<td>7</td>
</tr>
<tr>
<td>Germany50</td>
<td>50</td>
<td>176</td>
<td>4.05</td>
<td>12</td>
</tr>
</tbody>
</table>
III. MODELS FOR NETWORK PERFORMANCE PREDICTION

Formally, each simulation is characterized by the following components: a set of nodes, a set of links between the nodes and a routing scheme which is represented by a set of paths (see Fig. 1 for a simple example). Each path consists of one or several links in a specific order. The links can have known characteristics such as the link capacity. The paths are assumed to have some known properties as well, such as the traffic demand.

A. RouteNet

Given a configuration of the IP network, the RouteNet predicts path KPIs by building a computational graph that contains $T$ iterations. Each iteration $t$ consists of two steps: 1) update of the path states $p^t_i$ and 2) update of the link states $l^t_j$ (see Fig. 2).

The states are inferred using Gated Recurrent Units (GRU) [29]. The GRU that updates the path states gets the current states of the links of the path as an input (top of Fig. 2). The GRU that updates the link states uses the sum of the messages from all the paths that contain the current link (bottom of Fig. 2). The messages to the link-state GRU are taken as intermediate hidden states of the path-state GRU. After the final $T$-th iteration, there is a readout Neural Network (NN) from the final path states to predict the path KPIs. The readout NN is implemented as a multi-layer perceptron (MLP).

RouteNet takes into account the order of the links in the paths. This is due to processing the links in the same order that they appear in the path when updating the path states $p^t_i$ (top of Fig. 2). As stated by the authors of [22], the order of the links in end-to-end paths matters because the potential probability of packet loss and delays introduces sequential dependence between the link states. Thus, in each path, the relation between path delays and link delays may not be additive.

A potential for improvement of the RouteNet architecture is in removing the long sequence of path state updates. When a path contains many links, a computational graph with many intermediate layers is needed. This can slow down the training and inference procedures.

In this work, we propose GNN architecture, which ignores the order of the links in the paths. The IP network is presented as a bipartite graph that contains path and link nodes. The edge between a link node and a path node means that the link belongs to the path. An example of such a graph for the network from Fig. 1 is shown in Fig. 3. Our results demonstrate that the model can capture the inter-dependencies between the link properties without taking into account the order in which the links appear in the path.

B. PLNet

We construct PLNet to predict the IP network KPIs by applying the message passing methodology [21], [30] applied to the bipartite path-link graph, such as the one shown in Fig. 3. In each iteration of our GNN model, we compute the messages to all the nodes in the path-link graph by using message networks called MsgNet.

MsgNets take as inputs the current states of the source and destination nodes. There are several architectural choices available, such as GRU or MLP. We will show below that using GRU instead of MLP as MsgNet can help to avoid exploding gradient problem and thus achieve better performance. Hence, the states of the nodes are updated using GRUs, similar to the RouteNet.

Finally, we apply a readout network that predicts the path KPIs from the final path states. The readout network is implemented as MLP. There is no limitation on number of KPI predictions PLNet can make for each path. One can train PLNet to predict multiple KPIs by simply manipulating the
computations of the messages are further parallelized. This speeds up the training and inference procedures because the GRU-1 use the only one MsgNet of MLP/GRU type for versions of PLNet that we denote PLNet-MLP-1 and PLNet-GRU-1 to use the only one MsgNet of MLP/GRU type for all message computations. Exclusion of the second MsgNet speeds up the training and inference procedures because the computations of the messages are further parallelized. We evaluate four versions of the PLNet architecture. The default versions that we denote PLNet-MLP and PLNet-GRU use two distinct message-processing MsgNets of MLP and GRU type, respectively. One of the MsgNets computes messages to the paths and another one to the links. The simplified versions of PLNet that we denote PLNet-MLP-1 and PLNet-GRU-1 use the only one MsgNet of MLP/GRU type for all message computations. Exclusion of the second MsgNet speeds up the training and inference procedures because the computations of the messages are further parallelized.

IV. COMPARISON OF THE MODELS

A. Comparison of prediction accuracy

Firstly, we test the performance of all five models, RouteNet, PLNet-GRU, PLNet-MLP, PLNet-GRU-1, and PLNet-MLP-1, on the GBN data-set. It is split into training, validation, and test parts in proportion 80–10–10%. The number of message-passing iterations is set to $T = 8$ for all models. As the loss function, we use the mean squared error (MSE) between the true log-delays and the predicted ones for all paths in the network. The neural network is regularized with weight decay procedure and dropout layers after the first two layers of the readout MLP for all the five models.

The Adam optimizer [31] is used. The models are trained for 100 epochs. The learning rate is reduced by half after the 15-th and 45-th epoch. The batch size is 32. The exponential moving average is applied to the weights with the decay parameter 0.999 to compute the weights of the final model. We clip the norm of the gradient with the upper threshold of 0.5.

We tune the hyperparameters of the models by doing a random search within a limited number of pre-defined options. It is identified that their selection can have a significant impact on the performance. For example, it was found out that there is no need to use weight decay at all. The optimal hyperparameter values are summarized in Table II, and the learning curves of the models with the best values of the hyperparameters are shown in Figure 5.

Next, the models are trained with optimal hyperparameters for multiple times. Their performance on the test set of GBN data-set with 95% confidence intervals are shown in Table III. PLNet models are slightly better than the RouteNet, and PLNet models with GRU MsgNet have better and more stable performance than PLNet models with MLP MsgNet. PLNet-GRU-1 and PLNet-MLP-1 have slightly higher losses than PLNet-GRU and PLNet-MLP, respectively, due to simpler architecture. The excellent performance of the models can also be observed from Figure 6 and 7 where we plot the target log delays against the predicted ones and the CDF of relative error. From Figure 6, it can be noticed that the models can produce reasonable confidence intervals using the dropout technique.

Regarding the comparison between PLNet models and routeNet, we can say that the simpler assumption that the order of the links in the paths doesn’t matter is appropriate for end-to-end path KPI prediction. This is mainly because the relation between path delay and link delays will be additive if the packet flows in a given network topology become stable. Another reason is that the utilization of MsgNet to compute the messages from links to paths instead of feeding the link hidden states directly to the path update MsgNet increases the expressive power of the model.

Besides, using GRUs instead of MLPs as MsgNets can greatly solve the exploding gradient problem and thereby help stabilize the training. This can be shown by the fact that the confidence intervals of PLNet-GRU and PLNet-GRU-1 are more than 5 times smaller than those of PLNet-MLP and PLNet-MLP-1. Although we’ve observed that the best performance of PLNet-MLP models and PLNet-GRU models are very close, PLNet-GRU models have a better guarantee that the models on average perform well. Consequently, GRU is a more favorable choice for MsgNet.

B. Generalization capabilities

We evaluate the models trained with GNB data-set on NSFNET, GEANT2, and Germany50 topologies to test their generalization capabilities. As it can be seen from Table IV and in Figure 7, the models are able to generalize well to NSFNET and GEANT2 networks, which are similar to GBN. However, all the models fail to generalize to Germany50 that differs a lot from GBN. Our observation is that models that are over-fitted to a particular topology may generalize worse to other topologies and have unstable performance if the topologies are too different from each other. A piece of evidence is that the generalization results are in the approximately opposite order than the test-set results, i.e., PLNet-MLP-1, RouteNet, PLNet-MLP, PLNet-GRU-1, PLNet-GRU,
and PLNet-GRU, PLNet-GRU-1, PLNet-MLP, PLNet-MLP-1, RouteNet, respectively. Note that for each model the figures illustrate only one trained model from the total of 10 training runs. Hence, it’s more appropriate to refer to Table IV for more accurate comparison as it contains the means of all the runs and the confidence intervals of the performance metrics.

The models that fit best one topology may have problems to generalize to very different scenarios. Thus, none of these models are ready-to-use when network topology changes considerably. It is always better to be careful about hyperparameter tuning and to take into account the concrete field of application for the model.

### C. Comparison of inference speed

We evaluate how long it takes for the models to build the prediction in a simple topology that is easy to scale. It consists of one path with the varying numbers of links from 1 to 50. The comparison is made on Nvidia 2080Ti GPU with 11GB of memory. In Fig. 8, one can observe that the execution time of RouteNet grows linearly with the maximum number of links in paths, while the execution time of PLNet models remains constant.

In a large network, the PLNet models get faster because the computation of messages in RouteNet cannot be parallelized over links in the paths. If path updates of RouteNet are counted sequentially, the effective number of NN layers gets
larger when the network topology grows. However, message networks in PLNet models have a fixed number of fully-connected layers for message computations and the computations of the messages can also be done in parallel. Thus, PLNet is less sensitive to the number of links in the paths. No matter how the network size increases, the new design stays less sensitive to the scale of the network. Specifically, as we see in Figure 8, PLNet-GRU-1, and PLNet-MLP-1 are already faster than RouteNet even when the path length is smaller than 5, which is a typical case in practice, whereas PLNet-MLP and PLNet-GRU are only faster than RouteNet after the path length grows larger than 25. Hence, one needs to consider the use case of the model in order to have a better trade-off between accuracy and efficiency. That is to say, if accuracy is the most important, then PLNet-GRU may be preferred, and if efficiency is more crucial than accuracy, PLNet-GRU-1 and RouteNet are both good models, depending on the size of the network topology under consideration.

V. CONCLUSION

In this study, we build a new GNN model that can be used to predict IP networks’ performance. We begin with the analysis and a new implementation of RouteNet architecture. Checking and tuning of model parameters and assumptions was performed. An alternative PLNet architecture is considered. Then, we train and evaluate both designs together. The results have shown that all models have good performance on the test-set within the same topology, while PLNet models have slightly better accuracy. However, we find out that the over-tuned models to a particular topology may have worse results on new unseen networks. Hence, it is advisable to be careful about the selection of the training data-set. Besides, we observe faster execution time of prediction and better scalability on PLNet models than RouteNet when the network’s path length is getting longer. Because of these properties, PLNet models can enrich the choices of deep learning-based network modeling tools.
There are several future directions for the continuation of this study. Firstly, the implementation of a similar simulation scenario in a fully open-source ns-3 simulator gives a possibility to verify the paper’s results in a new simulation environment. Secondly, RouteNet and PLNet models have good potential for reinforcement learning. Thirdly, we believe the availability of data-sets on real 5G networks would be much richer in the future, making verification of the algorithms on real test-beds possible. Finally, although we consider more generic scenarios than 5G in this paper, it is still a good starting point for going further into more specific 5G scenarios. That is to say, extending the comparison and application of the models on more extensive networks and in the context of 5G scenarios like end-to-end slicing are also promising research topics.
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