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Abstract—Large-scale knowledge in the Artificial Intelligence of Things (AIoT) field urgently needs effective models to understand human language and automatically answer questions. Pre-trained language models (PLMs) achieve state-of-the-art performance on some question answering (QA) datasets, but few models can answer questions on AIoT domain knowledge. Currently, AIoT domain lacks sufficient QA datasets and large-scale pre-training corpora. We propose RoBERTa$_{AIoT}$ to address the problem of the lack of high-quality large-scale labeled AIoT QA datasets. We construct an AIoT corpus to further pre-train RoBERTa and BERT. RoBERTa$_{AIoT}$ and BERT$_{AIoT}$ leverage unsupervised pre-training on a large corpus composed of AI-oriented Wikipedia webpages to learn more domain-specific context and improve performance on the AIoT QA tasks. To fine-tune and evaluate the model, we construct 3 AIoT QA datasets based on the community QA websites. We evaluate our approach on these datasets and the experimental results demonstrate the significant improvements of our approach.

Index Terms—AIoT, Question answering, RoBERTa, BERT, Domain-specific.

I. INTRODUCTION

Artificial Intelligence of Things (AIoT) has become a promising development trend, which contains many aspects of knowledge, such as big data, blockchain, cloud computing [1], edge computing [2], machine learning [3], 5G network [4], the Internet of things (IoT) [5], [6], and industrial applications [7]. With the rapid development of the Internet, artificial intelligence (AI) and IoT, AIoT is constantly being given new connotations [8], [9]. However, many enthusiasts and developers lack a comprehensive understanding of the content of AIoT and will encounter various problems related to AIoT, which is also a challenge for the development of AIoT. With the passage of time, the scope of AIoT continues to expand, and learning the corresponding knowledge becomes more and more challenging. Allowing machines to automatically answer questions about AIoT knowledge has become an urgent need for the development of AIoT community.

Passage reranking [11], [12] aims to rerank the relevant answering passages [13] for the question and return the top-ranked passages as the final answer, which is an indispensable module in the question answering pipeline. Each passage is a text fragment, containing one to several sentences. Table I gives an example to illustrate the task form. We can see the first passage “I don’t accept the premise, as it’s far too broad…” can best answer the question “Why are 5G networks so unreliable?”. Although other passages mention 5G networks, their central idea is not to discuss the reliability of 5G networks. This means that a more accurate understanding of the AIoT-related concepts and context in the passage is a critical problem.

<table>
<thead>
<tr>
<th>Question</th>
<th>Why are 5G networks so unreliable?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passages</td>
<td>1. I don’t accept the premise, as it’s far too broad. Perhaps a better question is “why are current mmWave 5G networks so difficult to maintain a connection with as I move around”? That’s because there aren’t that many base stations yet, and the range of mmWave radios is fairly short. There actually is a part of 5G that is much more reliable of a radio connection than 4G, but using more forward error correction. That functionality probably hasn’t been enabled yet. 2. I recently did some market research in 5G and learned that into a guide which has described the research of some big telecom companies. The guide has more than 10 companies who intensely research on 5G technology. And the company which seemed leading on 5G to me is Ericsson. Why? You asked. Here is why. Ericsson claims to be the only vendor that is currently working in all continents to make 5G a global standard for the next generation of wireless technology. 3. Why is YouTube banning conspiracy theories videos about 5G networks being connected to the Coronavirus? Well most of the actions in the videos are either dangerous, or illegal so to prevent copy cat crimes they are being banned. Also they are either censoring the truth of the connection or the more li Why is YouTube banning conspiracy theories videos about 5G networks being connected to the Coronavirus? …</td>
</tr>
<tr>
<td>Answer</td>
<td>1.</td>
</tr>
</tbody>
</table>

Question answering is one of the most important tasks of natural language understanding (NLU). Large pre-trained language models (PLMs), such as BERT [14], RoBERTa [15], ELECTRA [16], GPT-3 [17], etc., achieve state-of-the-art results on some QA datasets, such as the GLUE benchmark [18]. These models are pre-trained on a large-scale unlabeled corpus and then fine-tuned for specific tasks. The understanding of natural language is inseparable from the pre-training process of large-scale corpora. However, there are relatively few researches on knowledge question answering in the AIoT domain. Existing pre-trained language models lack AIoT knowledge. Besides, the ambiguity of the question and the wide range of content contained in the passage pose great challenges to accurate language understanding.

Expanding PLMs to the AIoT domain is a meaningful problem. We hope to use the AIoT domain large-scale corpus to further pre-train the PLMs, so as to learn the AIoT knowledge and context. However, there is no directly available high-quality and restrictive AIoT knowledge corpus. Meanwhile, there is no manually annotated QA dataset on AIoT domain knowledge. The main challenges lie in the construction of the pre-training corpus and the evaluation of model performance.

In this paper, we propose to construct a pre-training corpus in the AIoT domain. We use this corpus to further pre-train the RoBERTa and BERT to expand the model capacity to the AIoT domain. In the learning process, the model converts
learned domain knowledge into hidden parameters. To fine-tune and evaluate the model, we construct 3 QA datasets on AIoT domain knowledge through the community QA websites, such as stackoverflow.com, quora.com and superuser.com. Our method improves the model performance on these 3 AIoT QA datasets. The main contributions of this paper are as follows.

(i) We further pre-train RoBERTa\textsubscript{AIOT} and BERT\textsubscript{AIOT} using an AIoT domain corpus to expand the model capacity to the AIoT domain.

(ii) We construct 3 AIoT QA datasets and a pre-training corpus to train and evaluate the QA models.

(iii) Our method improves the model performance on AIoT QA tasks.

II. RELATED WORK

A. Pre-trained Language Models

Peters et al. \cite{19} pre-train a 2-layer LSTM encoder with a bidirectional language model to generate ELMo (Embeddings from Language Models). The contextual representation of the pre-trained ELMo shows significant improvements in various NLP tasks. BERT \cite{14} propose an approach to directly model the representation of the sentence pair. Composed of the bidirectional transformer encoders \cite{20}. BERT uses masked language model (MLM) loss and next sentence prediction (NSP) loss for pre-training.

RoBERTa \cite{15} propose to use an enhanced version MLM to further improve BERT by using dynamic masking. GPT-2 \cite{21} propose to pre-train the language model in a large corpus and multi-task learning setting, and perform downstream tasks in a zero-shot setting. To better model inter-sentence coherence, ALBERT \cite{22} replace NSP loss with a sentence order prediction (SOP) loss. ELECTRA \cite{16} improves replaced token detection (RTD) by utilizing a generator to replacing some tokens of the sequence. PLMs have achieved the best results in modeling the representation of sentence pairs. Inspired by the above works, we choose to use the PLMs to model the QA representation. PLMs have been further pre-trained on scientific publications and the biomedical domain, but PLMs have not been expanded to the AIoT domain.

B. Traditional Deep Learning Methods for QA

For traditional deep learning methods, prior works adopt deep learning models (such as CNN, Bi-LSTM, etc.) to enhance the sentence representation and calculate various similarities. Rocktaschel et al. \cite{23} propose a model for textual entailment, which models the word relationship between sentence pair by using word-to-word attention over LSTM-RNNs. Severyn et al. \cite{24} present the CNN\textsubscript{R} to model the relational information between a QA pair with the overlapping words. Miller et al. \cite{25} propose three attention schemes on CNN (ABCNN) to integrate the mutual influence between the sentence pair.

Miller et al. \cite{26} propose the key-value memory network (KV-MemeNN) to predict the answer by using facts in a key-value structured memory. Wang et al. \cite{27} present the bilateral multi-perspective matching (BiMPPM) model that uses the attention mechanism to establish the interactions of the sentence pair from different scales. Although there are relatively few parameters in the aforementioned neural networks compared with pre-trained language models, they provide a lot of insight for the deep learning QA tasks.

III. METHODS

This section explains the mechanism of the RoBERTa\textsubscript{AIOT} for QA. Suppose we have a question $Q$ with $l$ tokens \{\textit{w}$_{1}$, \textit{w}$_{2}$, ..., \textit{w}$_{l}$\} and a candidate passage set $O$ including $n$ passages \{\textit{O}$_{1}$, \textit{O}$_{2}$, ..., \textit{O}$_{n}$\}, where $n$ can vary over a wide range and the superscript $q$ denotes the question. Passage \textit{O}$_{i}$ consists of $m$ tokens \{\textit{w}$_{o_{1}}$, \textit{w}$_{o_{2}}$, ..., \textit{w}$_{o_{m}}$\}, where the superscript $o$ denotes the passage. The label of \textit{O}$_{i}$ is $y_{i} \in \{0, 1\}$ with 1 indicating a positive answer and 0 otherwise. Our goal is to learn a neural network that can assign a score to each passage to reflect how well it matches the question. Passages with higher matching scores are ranked above the ones with lower scores. The top-ranked passages are taken as the final answer.

Our main effort lies in pre-training the PLMs with domain-specific corpus and fine-tuning the domain-adaptive PLMs to the AIoT QA task. We first describe the way we construct the AIoT domain corpus and QA datasets. Then, we describe the model architecture, pre-training and fine-tuning methods.

Expanding PLMs to the AIoT domain is an essential task. If the language cannot be understood automatically, the efficiency will be low in the case of big data. The reason that there is not much relevant research in the topic of AIoT NLP before is that there are no systematic methods and resources to expand PLMs to the AIoT domain. Although this article has already carried out this task in the AIoT domain, this solution can also be applied to other fields. In addition to providing models, tasks, datasets and corpora, the contribution is also that we have introduced a new AIoT NLP solution.

A. Constructing Domain-specific Corpus

To obtain pre-training data, we use Wikipedia webpages as the data source. We selected representative terms of AIoT and obtained their Wikipedia webpages, and then extracted all the anchor text on these webpages. Based on these anchor text, we can get the corresponding Wikipedia webpages. In this iteration, we filter out some irrelevant anchor text through manual reading. Since the number of webpages obtained in the first iteration is not enough, the above process is repeated based on the obtained webpages, and all webpages corresponding to the anchor text are obtained again. Using 8 initial seeds (5G, Amazon Echo, Blockchain, Clouding computing, Edge computing, Google Nest, HomePod, Internet of things), in the first iteration we obtained 2,195 webpages, and in the second iteration we obtained 73,663 webpages. Many other terms do not have a corresponding Wikipedia webpage.

We use the most representative terms in the AIoT field as a starting point. Non-core AIoT terms (e.g. embedded systems, smartphones, Microsoft) will be found in the iterative search process on Wikipedia. Although the Wikipedia webpages contain some non-core AIoT terms, it is not accidental that these terms appear on these Wikipedia webpages. These non-core terms are related to AIoT at different levels. The automatic construction process inevitably introduces noise but our automatic construction method greatly improves efficiency. In addition, the language model learns contextual expression, and all Wikipedia webpages are high-quality corpora. Even Wikipedia articles of non-core AIoT terms also help the learning process.

B. Constructing QA Datasets Using Coarse Ranks

1) Data Acquisition: To build QA datasets, we collect questions and answers related to AIoT from quora.com, superuser.com and stackoverflow.com websites. Specifically, we use representative AIoT keywords (such as 5G network, blockchain, edge computing, clouding computing, Amazon echo, etc.) to search on the website and collect all retrieved questions. Since people pay different attention to different keywords, and some keywords do not have many questions. We did not change the distribution of these problems, and directly adopted all related questions. Then, we extract questions and passages through DOM parsing.
2) Coarse Rankers: This section describes the process of selecting some candidate passages for each question. Training a QA model requires both positive answers and negative answers. As there are no available datasets for this AIoT QA task, we use symbolic heuristic methods to get relevant passages.

Since the community Q&A website is open to all users on the Internet, it contains high-quality and low-quality replies. For the question \( Q \), we have a list of replies \( \{ \hat{O}_1, \hat{O}_2, \ldots, \hat{O}_n \} \) in the webpage. Moreover, some replies are colloquial, often lacking thorough and precise expression. Therefore, this poses a challenge for automatically selecting answers to questions. In order to reduce the influence of noise, we limit each question to only one correct answer \( \hat{O}_1 \) and consider choosing the passage with higher upvotes and longer content as the correct answer. We observed that longer answers usually describe more complete and thorough content, which helps to improve the quality of the dataset. We also test the randomly selected answer, and the model performance is almost the same. The description of some short answers is abstract and arbitrary. This research can be extended to the corpus of scientific literature in the future. Using passages obtained in the literature or other high-quality paragraphs such as Wikipedia articles to build the dataset will help the model to return more accurate answers.

For the negative answers of a question, we use BM25 to score and sort the set of all answers to other questions \( \hat{q} \). BM25 is used to generate high-quality negative candidates from all the passages. We use BM25 to filter out irrelevant candidates. In doing so, it improves the quality of the dataset. At the same time, the difficulty of the problem is increased, because the remaining candidates are sort of confusing. In addition, we select the 30 candidates with the highest scores.

\[
\text{score}(Q, O) = \sum_{q_i \in Q} IDF(q_i) \cdot \frac{f_{q_i,O} \cdot (k_1 + 1)}{f_{q_i,O} + k_1 \cdot (1 - b + b \cdot \frac{|O|}{\text{avgdl}})} 
\]

(1)

where \( f_{q_i,O} \) is the term frequency of \( q_i \) in the passage \( O \), \( \text{avgdl} \) is the average passage length. \( k_1 \) and \( b \) are hyper-parameters.

\[
IDF(q_i) = \log \left( \frac{N - n_{q_i} + 0.5}{n_{q_i} + 0.5} + 1 \right)
\]

(2)

where \( N \) is the number of passages. \( n_{q_i} \) is the number of documents that contains \( q_i \).

However, sometimes different questions express the same meaning, so the answers to other questions can answer the target question (false negative answers).

\[
\hat{q} \in \{q \setminus \{q\}\}
\]

(3)

where \( q \) and \( \hat{q} \) are the target question and other questions respectively. As shown in formula (2), to prevent other questions \( \hat{q} \) from expressing the same meaning as the target question \( q \), we use TF-IDF to score the similarity between the questions and filter out similar questions, calculated by the following equation.

\[
\text{similarity} = \cos(\psi(q), \psi(\hat{q}))
\]

(4)

where \( \psi(\cdot) \) is the vectorization (mapping) function to convert text to TF-IDF vector. \( q \) and \( \hat{q} \) are seen as different documents. Then we calculate the cosine similarity. Specifically, we calculate the TF-IDF of the corpus composed of all questions, as shown below.

\[
\psi(q)_t = \frac{f_{t,d}}{\sum_{d' \in d} f_{t,d'}} \times \log \frac{N}{n_t}
\]

(5)
where $p_{1}(\cdot)$ represents the probabilities of true class of title matching task. $D$ is the number of QA pairs.

2) Pre-training with Domain-specific Corpus: Howard et al. [28] show that further pre-training a language model on a target domain corpus improves the eventual classification performance. This part aims to use unstructured text in the AIoT domain to further pre-train PLMs.

In this paper, we choose to use RoBERTa and BERT as the benchmark for further pre-training because BERT and RoBERTa have achieved state-of-the-art results in this task. Each text sequence is concatenated with special symbols, classification [CLS] and separator [SEP], denoted as $([CLS];s;[SEP])$. We use this network to output the representation of each token in the input text for the subsequent Cloze task.

$$h^{[CLS]}, h^{w} = F_{PLM}^{(AIoT)} ([CLS];s;[SEP])$$ (9)

where $h \in \mathbb{R}^{d\times l}$ is the representation of each token. $s$ is the unstructured text. $d$ and $l$ are dimension and sequence length. $F_{PLM}^{(AIoT)}$ denotes the network defined in [14]. Then we use the masked language model objective to evaluate the model, as calculated in equation (10). MLM objective is based on the Cloze task which aims to predict the masked words.

$$L^{(mlm)} = -\sum_{i} \log p^{(mlm)}(y^{(mlm)}_{i}|h;\Theta)$$ (10)

where $p^{(mlm)}(\cdot)$ represents the probabilities of true class of Cloze task. $i$ denotes the indices of the output.

Both BERT and RoBERTa are composed of transformer encoder blocks, and the architecture of the transformer encoder [20] is shown in Figure 1. In the following, we will briefly introduce the architecture of the transformer encoder. In the lower part of the transformer encoder, the multi-head self-attention mechanism can learn features from different perspectives, as calculated in formula (11).

$$\overrightarrow{v}^l = (\text{head}^l_1 \oplus \ldots \oplus \text{head}^l_{m}) W^Q$$ (11)

where $\oplus$ denotes the concatenate operation. The superscript $l$ means the $l$-th network layer. $W^Q$ is the parameter matrix.

$$\overrightarrow{h}^l = \text{softmax}(\overrightarrow{h}^{l-1} W^Q (\overrightarrow{h}^{l-1} W^K)^T) \overrightarrow{h}^{l-1} W^V$$ (12)

where the projections $W_i^Q, W_i^K, W_i^V$ are parameter matrices. $\overrightarrow{h}^{l}$ is the final output of the $l$-th transformer encoder layer. $\overrightarrow{h}^{0}$ means the representation of the input layer.

The residual connection and layer normalization in the lower part of the block is calculated in formula (13).

$$\overrightarrow{d}^l = \frac{g}{\sigma^l_1} \circ (\overrightarrow{h}^{l-1} + \overrightarrow{v}^l - \mu^l_1) + b^l$$ (13)

where $\overrightarrow{d}^l$ is the vector after the residual connection and layer normalization. $\overrightarrow{v}^l$ is the vector output of multi-head self attention in the $l$-th layer. $g$ is a gain parameter for scaling the normalized activation. $\mu^l_1, \sigma^l_1, b^l$ are the mean, standard deviation and bias. $\circ$ denotes the element-wise multiplication.

The upper part of the transformer block, can be computed as follows.

$$\overrightarrow{h}^l = \frac{g}{\sigma^l_2} \circ (\overrightarrow{h}^l + (\max(0, W_1 \overrightarrow{w}^l + b^l_1)W_2^l + b^l_2) - \mu^l_2) + b^l_3$$ (14)

where $W_1, W_2$ are parameter matrices. $\mu^l_2, \sigma^l_2, b^l_2$ are the mean, standard deviation and bias. The $\mu$ and $\sigma$ are computed as follows.

$$\mu^l_1 = \frac{1}{H} \sum_{i=1}^{H} (\overrightarrow{h}^{l-1}_i + \overrightarrow{v}^l_i)$$ (15)

where $H$ is the dimension of the vector.

$$\sigma^l_1 = \sqrt{\frac{1}{H} \sum_{i=1}^{H} ((\overrightarrow{h}^{l-1}_i + \overrightarrow{v}^l_i) - \mu^l_1)^2}$$ (16)

$$\sigma^l_2 = \sqrt{\frac{1}{H} \sum_{i=1}^{H} ((\max(0, W_1 \overrightarrow{w}^l + b^l_1)W_2^l + b^l_2)_i) - \mu^l_2)^2}$$ (18)

IV. EXPERIMENTS

A. Data and Setup

**QuoraQA** is an AIoT QA dataset that is constructed based on the quora.com website. The questions are about aspects of AIoT, such as, 5G network, blockchain, edge computing, cloud computing, Amazon echo, etc. The dataset comes from quora.com users’ questions and other users’ answers. Each question averagely contains 30 candidate answers, only one is the best answer, and the negative candidate answers are retrieved from the answers of all other questions based on BM25. This dataset contains 755 questions, 22,835 QA pairs, and the training/development/test set is divided at a ratio of 8:1:1.

**StackOverflowQA** is an AIoT QA dataset that is constructed based on the stackoverflow.com website. The questions are about different aspects of AIoT, such as, 5G network, blockchain, edge computing, cloud computing, Amazon echo, etc. The dataset comes from stackoverflow.com users’ questions and other users’ answers. Each question averagely contains 30 candidate answers, only one is the best answer, and the negative candidate answers are retrieved from the answers of all other questions based on BM25. This dataset contains 876 questions, 26,322 QA pairs, and the training/development/test set is divided at a ratio of 8:1:1.

**SuperUserQA** is an AIoT QA dataset that is constructed based on the superuser.com website. The questions are about different topics of AIoT, such as, 5G network, blockchain, edge computing, Amazon echo, etc. The dataset comes from superuser.com users’ questions and other users’ answers. Each question averagely contains 30 candidate answers, only one is the best answer, and the negative candidate answers are retrieved from the answers of all other questions based on BM25. This dataset contains 1,083 questions, 20,153 QA pairs, and the training/development/test set is divided at a ratio of 8:1:1.

B. Evaluation

Our objective is to rank the candidate passages based on their relatedness to the question. The two metrics used to evaluate the quality of our model are Mean Average Precision (MAP) and Mean Reciprocal Rank (MRR) which are commonly used. We calculate the MRR@10, MRR@5 and MRR@1 which considers only the top-10, top-5 and top-1 candidates respectively.
C. Hyper-parameters

This paper uses the roberta-base and bert-base-uncased models as the baselines to output the sentence pair representations. We use the “[CLS]” vector of the last layer as the representation of the QA pair. Due to the computational limitations, we set 400 tokens as the maximum QA pair length. To avoid the influence of random initialization, we run each experiment 3 times and take the median value as the final result.

We use the AdamW [29] optimization algorithm to update the model parameters. We fine-tune the PLMs to adapt the model to a new domain. The learning rate is $1 \times 10^{-5}$. These experiments are run on the Intel(R) Xeon(R) CPU @ 2.00GHz (Mem: 12G) and 4 Tesla T4 (16G) GPUs. We pre-train the language model for two weeks. For the AIoT QA task, the running time of each experiment is averagely 0.3 h/epoch.

D. Results on the AIoT QA datasets

**TABLE II: Results on the QuoraQA dataset**

<table>
<thead>
<tr>
<th>Method</th>
<th>MAP</th>
<th>MRR@10</th>
<th>MRR@5</th>
<th>MRR@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>0.4794</td>
<td>0.4572</td>
<td>0.4504</td>
<td>0.4189</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>0.6217</td>
<td>0.6158</td>
<td>0.5975</td>
<td>0.5</td>
</tr>
<tr>
<td>ALBERT</td>
<td>0.5998</td>
<td>0.5891</td>
<td>0.5783</td>
<td>0.5</td>
</tr>
<tr>
<td>ELECTRA</td>
<td>0.6086</td>
<td>0.5985</td>
<td>0.5881</td>
<td>0.5</td>
</tr>
<tr>
<td>GPT-2</td>
<td>0.1821</td>
<td>0.1524</td>
<td>0.1259</td>
<td>0.054</td>
</tr>
<tr>
<td>BERT$_{AIoT}$</td>
<td>0.4914</td>
<td>0.4796</td>
<td>0.4559</td>
<td>0.3649</td>
</tr>
<tr>
<td>RoBERTa$_{AIoT}$</td>
<td>0.6420</td>
<td>0.6315</td>
<td>0.6232</td>
<td>0.5270</td>
</tr>
</tbody>
</table>

1) Results on the QuoraQA Dataset: Table II lists the experimental results. BERT$_{AIoT}$ and RoBERTa$_{AIoT}$ denote that we use AIoT corpus to further pre-train the corresponding PLMs. We perform task-specific fine-tuning on multiple PLMs, such as BERT, RoBERTa, ALBERT, ELECTRA, GPT-2. Although GPT-2 claims to implement a zero-shot learner, we found that the performance of using it directly for AIoT knowledge QA task is low, and the MAP score is about 0.1. Therefore, we performed task-specific fine-tuning on GPT-2, which improved the MAP score by 8%. This means that AIoT knowledge QA is a challenging problem.

We observe that our RoBERTa$_{AIoT}$ achieves the best results in answering AIoT questions on the quora.com website. The MAP score of RoBERTa$_{AIoT}$ is 2.03% higher than the MAP score of RoBERTa. The MAP score of BERT$_{AIoT}$ is 1.2% higher than the MAP score of BERT. This shows that the AIoT corpus we built is effective for injecting domain knowledge.

Figure 2 shows the details of the experimental results. RoBERTa and RoBAIoT stand for the baseline model and RoBERTa$_{AIoT}$ respectively. It can be seen that our method increases the proportion of correct answers in the first, sixth and some after places.

**TABLE III: Results on the StackOverflowQA dataset**

<table>
<thead>
<tr>
<th>Method</th>
<th>MAP</th>
<th>MRR@10</th>
<th>MRR@5</th>
<th>MRR@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>0.5752</td>
<td>0.5681</td>
<td>0.5453</td>
<td>0.4471</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>0.4918</td>
<td>0.4783</td>
<td>0.4654</td>
<td>0.3529</td>
</tr>
<tr>
<td>ALBERT</td>
<td>0.4931</td>
<td>0.4793</td>
<td>0.4533</td>
<td>0.3882</td>
</tr>
<tr>
<td>ELECTRA</td>
<td>0.4770</td>
<td>0.4639</td>
<td>0.4520</td>
<td>0.3059</td>
</tr>
<tr>
<td>GPT-2</td>
<td>0.1943</td>
<td>0.1672</td>
<td>0.1315</td>
<td>0.0823</td>
</tr>
<tr>
<td>BERT$_{AIoT}$</td>
<td>0.5486</td>
<td>0.5370</td>
<td>0.5178</td>
<td>0.4353</td>
</tr>
<tr>
<td>RoBERTa$_{AIoT}$</td>
<td>0.5377</td>
<td>0.5284</td>
<td>0.51</td>
<td>0.3882</td>
</tr>
</tbody>
</table>

2) Results on the StackOverflowQA Dataset: Table III lists the experimental results. We observe that BERT achieves the best performance. The MAP score of RoBERTa$_{AIoT}$ is 4.59% higher than the MAP score of RoBERTa. This demonstrates that further pre-training of RoBERTa on the AIoT corpus will improve its ability in answering AIoT questions on the stackoverflow.com website. The MAP score of BERT$_{AIoT}$ degrades but still higher than most of the state-of-the-art models. This means that BERT has a natural advantage in answering questions on the stackoverflow.com website.

Figure 3 shows the details of the experimental results. RoBERTa and RoBAIoT stand for the baseline model and RoBERTa$_{AIoT}$ respectively. It can be seen that our method increases the proportion of correct answers in the first, second and forth places. We can see that RoBERTa$_{AIoT}$ achieves higher results than the corresponding prototype, which proves the effectiveness of the method. BERT achieved the highest results on this dataset because different backbones have their own strengths, and have different results on different QA datasets. We also observe that BERT is prone to catastrophic forgetting [30], while other models have relatively small limitations on this problem.

3) Results on the SuperUserQA Dataset: Table IV lists the experimental results. We observe that the RoBERTa$_{AIoT}$ achieves the best performance. The MAP score of
RoBERTa\textsubscript{AIoT} is 5.97\% higher than the MAP score of RoBERTa. This demonstrates that further pre-training of RoBERTa on the AIoT corpus will improve its ability in answering AIoT questions on the superuser.com website. The MAP score of BERT\textsubscript{AIoT} is slightly lower than the MAP score of BERT. This means that RoBERTa is more effective than BERT in terms of learning domain adaptive models.

Figure 4 shows the details of the experimental results. RoBERTa and RoBAIoT stand for the baseline model and RoBERTa\textsubscript{AIoT} respectively. It can be seen that our method increases the proportion of correct answers in the first, forth and fifth places.

![Fig. 4: Results analysis on the SuperUserQA dataset](image)

TABLE IV: Results on the SuperUserQA dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>MAP</th>
<th>MRR@10</th>
<th>MRR@5</th>
<th>MRR@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>0.3565</td>
<td>0.3321</td>
<td>0.3205</td>
<td>0.2462</td>
</tr>
<tr>
<td>RoBERTa\textsubscript{AIoT}</td>
<td>0.4332</td>
<td>0.4232</td>
<td>0.3931</td>
<td>0.2769</td>
</tr>
<tr>
<td>ALBERT</td>
<td>0.3711</td>
<td>0.3521</td>
<td>0.3359</td>
<td>0.2615</td>
</tr>
<tr>
<td>ELECTRA</td>
<td>0.3975</td>
<td>0.3814</td>
<td>0.3566</td>
<td>0.2461</td>
</tr>
<tr>
<td>GPT-2</td>
<td>0.1732</td>
<td>0.1432</td>
<td>0.1171</td>
<td>0.0769</td>
</tr>
</tbody>
</table>

TABLE V: Probing results on the QuoraQA dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>MAP</th>
<th>MRR@10</th>
<th>MRR@5</th>
<th>MRR@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>0.3325</td>
<td>0.3140</td>
<td>0.2921</td>
<td>0.1892</td>
</tr>
<tr>
<td>RoBERTa\textsubscript{AIoT}</td>
<td>0.4026</td>
<td>0.3883</td>
<td>0.3628</td>
<td>0.2542</td>
</tr>
<tr>
<td>ELECTRA</td>
<td>0.1522</td>
<td>0.1192</td>
<td>0.0928</td>
<td>0.0676</td>
</tr>
<tr>
<td>GPT-2</td>
<td>0.2026</td>
<td>0.1777</td>
<td>0.1538</td>
<td>0.0876</td>
</tr>
</tbody>
</table>

As shown in Table VI compared with the corresponding prototype, the MAP score of the domain-adaptive RoBERTa\textsubscript{AIoT} is 23.67\% higher than the baseline. As can be seen from Figure 5 the proportion of correct answers in the top-ranked positions is improved by RoBERTa\textsubscript{AIoT}.

As shown in Table VII the MAP score of the domain-adaptive RoBERTa\textsubscript{AIoT} is 3.37\% higher than the baseline. The MAP score of the domain-adaptive BERT\textsubscript{AIoT} is similar to the corresponding prototype. As can be seen from Figure 6 the proportion of correct answers in the top-ranked positions is improved by RoBERTa\textsubscript{AIoT}.

Through the samples of the SuperUserQA dataset, we found that the model is good at answering the questions about DDNS, Internet speed but not good at answering questions about Windows 10, WPA2-Enterprise.

When certain concepts appear less in the dataset, it may be difficult for the model to understand them. This also reflects that there are still few applications of the Internet of Things in the agriculture domain. On the Internet, there are relatively few questions related to AIoT in the agricultural sector.

In summary, we found that models trained on different datasets are good at answering different topics. The performance of the model is also related to the vagueness of the question expression and the similarity of passages. Different community QA websites focus on different aspects of AIoT questions. Combining models of different QA communities to answer questions raised by users is very helpful for improving the robustness of the system.

F. Question Answering without Task-specific Fine-tuning

Inspired by the knowledge probing task [31], without the task-specific fine-tuning process, we can directly use the PLMs to probe the effectiveness of the background knowledge in the AIoT QA task. We conduct experiments on three datasets. Table V lists the results. We found that domain-adaptive RoBERTa\textsubscript{AIoT} and BERT\textsubscript{AIoT} achieve better results, which demonstrates that our approach injects more AIoT domain knowledge into PLMs.

Probing the model can explore the knowledge learned by the model itself after pre-training so as to better observe how well the PLM is expanded to the AIoT domain. Because if we fine-tune the language model, it will inevitably lead to changes in the hidden parameters of PLM, and some knowledge learned during the pre-training process may be diluted. Therefore, direct experiments without fine-tuning can observe the pure result of that how well the PLM has learned the knowledge of AIoT.

The hidden parameters of these models are unchanged, and this can better reflect whether the model incorporates the AIoT knowledge after pre-training. We can see that under the same model architecture, the proposed method improves the results. For example, RoBERTa\textsubscript{AIoT} improves the MAP score by 23.67\% on the QuoraQA dataset. Under different model architectures, we found that the hidden parameters of the ALBERT model are the strongest.

E. Case Study

Analyzing the experimental results on different datasets can provide an interpretable basis for the model. We select some questions on the three experimental datasets to analyze the problems of the model.

For example, Table VIII in the Appendix lists the ranking of the passages predicted by the RoBERTa\textsubscript{AIoT}. The first passage represents the best answer predicted by the model, and the ground truth is in the “Answer” row. Through some samples of the QuoraQA dataset (such as Table VIII, IX, XI, etc. in the Appendix), we found that the model is good at answering the questions about blockchain, AI, but not good at answering questions about UWP, clouding IoT.

Through the samples of the StackOverflowQA dataset (such as Table XVI, XIII, XIV, XV, etc. in the Appendix), we found that the model is good at answering the questions about IBM Blueumix, database, AWS IoT but not good at answering questions about UWP, clouding IoT.

Through the samples of the SuperUserQA dataset, we found that the model is good at answering the questions about DDNS, Internet speed but not good at answering questions about Windows 10, WPA2-Enterprise.

When certain concepts appear less in the dataset, it may be difficult for the model to understand them. This also reflects that there are still few applications of the Internet of Things in the agriculture domain. On the Internet, there are relatively few questions related to AIoT in the agricultural sector.

In summary, we found that models trained on different datasets are good at answering different topics. The performance of the model is also related to the vagueness of the question expression and the similarity of passages. Different community QA websites focus on different aspects of AIoT questions. Combining models of different QA communities to answer questions raised by users is very helpful for improving the robustness of the system.

F. Question Answering without Task-specific Fine-tuning

Inspired by the knowledge probing task [31], without the task-specific fine-tuning process, we can directly use the PLMs to probe the effectiveness of the background knowledge in the AIoT QA task. We conduct experiments on three datasets. Table V lists the results. We found that domain-adaptive RoBERTa\textsubscript{AIoT} and BERT\textsubscript{AIoT} achieve better results, which demonstrates that our approach injects more AIoT domain knowledge into PLMs.

Probing the model can explore the knowledge learned by the model itself after pre-training so as to better observe how well the PLM is expanded to the AIoT domain. Because if we fine-tune the language model, it will inevitably lead to changes in the hidden parameters of PLM, and some knowledge learned during the pre-training process may be diluted. Therefore, direct experiments without fine-tuning can observe the pure result of that how well the PLM has learned the knowledge of AIoT.

The hidden parameters of these models are unchanged, and this can better reflect whether the model incorporates the AIoT knowledge after pre-training. We can see that under the same model architecture, the proposed method improves the results. For example, RoBERTa\textsubscript{AIoT} improves the MAP score by 23.67\% on the QuoraQA dataset. Under different model architectures, we found that the hidden parameters of the ALBERT model are the strongest.

As shown in Table VI compared with the corresponding prototype, the MAP score of the domain-adaptive RoBERTa\textsubscript{AIoT} is 23.67\% higher than the baseline. As can be seen from Figure 5 the proportion of correct answers in the top-ranked positions is improved by RoBERTa\textsubscript{AIoT}.

As shown in Table VII the MAP score of the domain-adaptive RoBERTa\textsubscript{AIoT} is 3.37\% higher than the baseline. The MAP score of the domain-adaptive BERT\textsubscript{AIoT} is similar to the corresponding prototype. As can be seen from Figure 6 the proportion of correct answers in the top-ranked positions is improved by RoBERTa\textsubscript{AIoT}.
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As shown in Table VII, ALBERT achieves the best result. Compared with the corresponding prototype, the domain-adaptive RoBERTa\textsubscript{AIoT} also improves the MAP score by 19.66%. As can be seen from Figure 7, the proportion of correct answers in the top-ranked positions is improved by RoBERTa\textsubscript{AIoT}. The above results show that our method injects more AIoT domain knowledge into the model, so that the model can better understand the AIoT context before task-specific fine-tuning.

G. Discussion

The connotation of knowledge includes a wide range of content, and both plain text and knowledge base contain knowledge. This paper mainly studies the knowledge derived from the text. The theoretical contribution of this paper is to prove that it is feasible to expand RoBERTa by pre-training on the AIoT corpus. This has important theoretical significance for the language understanding of AIoT domain.

To the best of our knowledge, there is no research on expanding the language model to AIoT domain before. The advantage of using this model is that compared with the traditional deep learning method, the PLM-based method has been proven to improve the results. Because the PLM has learned extensive knowledge on a large-scale corpus in advance, and transformed this knowledge into hidden parameters so that the model can get a good initial state. These models only need to be fine-tuned on downstream tasks to obtain good results. A model that has not been pre-trained on the AIoT corpus can only judge whether it is the correct answer based on the context learned from the general domain.

The limitation of the QA model is that if there are relatively few or no questions about a specific topic, then only context matching may not be able to obtain a satisfactory answer. For example, some questions ask about the application of AIoT in the agricultural field, and the correct answer to these questions do not score very high.

Compared with the methods using the knowledge base, our method is more versatile. The AIoT domain lacks a high-quality AIoT domain knowledge base, so this paper directly learns knowledge from the domain text. We do not need to build a knowledge graph for this task. The disadvantage is that the understanding of concepts and entities is still insufficient. The method of using the knowledge base can inject more knowledge, but the construction of the domain knowledge base is a challenging problem.
Applying this method to the passages of books and scientific works is a promising direction. This can further improve the quality of the dataset, but labeling this type of dataset is labor-intensive and time-consuming. Therefore, in this paper, we use web text. We can further explore the labeling of the literature corpus in future work.

Using PLMs allows the model to learn a lot of task-agnostic features from the corpus to initialize the model to better hidden parameters, and internalize the knowledge in the hidden parameters. This is like a human learning process, first learn some basic subjects, and then learn specific professional topics based on this. Let the model learn some general knowledge first, and then fine-tune it for specific tasks, which has better performance than a model without general knowledge.

Based on the transformer’s self-attention mechanism, each word in the question interacts with the words in the passage to determine the result of semantic matching. This kind of matching is a multi-view matching, based on the multi-head attention, which helps to find the connection between words from multiple perspectives. Each word also attends to the words in the context to obtain the contextual representation.

We ran the program 3 times and take the median, which can show that the experimental results are improved and representative. Due to the limitation of computing resources, we did not run too many experiments. We trained a total of 126 large PLMs (including BERT, RoBERTa, ELECTRA, ALBERT, GPT-2, BERT$_{Alot}$, RoBERTa$_{Alot}$) on AIoT QA datasets. First, we need to train 7 (architectures) $\times$ (3 times) large PLMs on each dataset. Then, for probing experiments, we also train another 63 large PLMs. In addition, there are pre-training experiments on BERT and RoBERTa.

V. CONCLUSION AND FUTURE WORK

This paper proposes a pre-training method that can expand PLMs to the AIoT domain to perform QA tasks. Specifically, we build an AIoT domain corpus to further pre-train RoBERTa and BERT. Then, we construct 3 AIoT QA datasets to fine-tune and evaluate RoBERTa$_{Alot}$ and BERT$_{Alot}$. Experimental results show that further pre-training of RoBERTa on the AIoT corpus will improve its ability in answering AIoT questions on the quora.com, superuser.com and stackoverflow.com websites.

This article mainly solves the problem of how to use the unstructured corpus to expand PLMs to the AIoT domain. The innovation of the proposed method lies in the way we use the domain-specific corpus to further pre-train RoBERTa$_{Alot}$ and BERT$_{Alot}$ to incorporate more AIoT domain knowledge. In the future, we plan to build a large-scale QA dataset in the AIoT domain.
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