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Abstract—The dynamic and flexible deployment optimization of industrial control applications is essential for achieving the goals of Smart Factories and Industry 4.0. In this paper, we are studying distributed IEC 61499 control applications. To achieve the required efficiency and flexibility of the control application deployment, we propose using a Satisfiability Modulo Theories (SMT) solver to solve the underlying redeployment model constraints. In our work the Z3 solver is used for this purpose. The proposed redeployment models represent the redeployment problem and allow the Z3 solver to efficiently and quickly calculate the optimization result. Furthermore, based on the Z3 solver APIs, several critical components of the redeployment architecture (Monitor, Parser, Generator, etc.) are implemented in Java applications. The experiment results indicate that, based on our implemented Z3-based software and redeployment models, the deployment optimization results can be quickly obtained for simple IEC 61499 applications.

Index Terms—IEC 61499, containerization, flexible redeployment, smart factory, satisfiability modulo theories

I. INTRODUCTION

Traditional manufacturing systems are designed and developed for static production processes and did not consider the dynamics [1] of their environment. As a result, the functionality of traditional systems cannot meet the requirements of trends such as the Smart Factory and Industry 4.0. These initiatives require efficiency and flexibility to reconfigure and optimize industrial systems [2]. As more consumers demand rapid and personalized products and services, the demand for these two critical features in industrial automation systems increases significantly. However, there are several difficulties in achieving efficiency and flexibility for current factories. One of the difficulties is the increasing number of Software Components (SWCs) and Hardware Components (HWCs) in manufacturing systems, which makes it challenging to find a widely applicable redeployment architecture and runtime optimization methodology [3]. For more complex control systems and applications, runtime deployment optimization is often more challenging to achieve. Failure to calculate optimized redeployment dynamically and quickly can significantly degrade the performance of the Smart Factory. In addition to the increasing complexity of control applications, the external environment becomes increasingly complex and dynamic. Current control applications and systems are now required to have the ability to be dynamically processed and flexibly configured according to the environment dynamics [4]. The increasing complexity of applications and the highly dynamic environment make the optimization of redeployment increasingly difficult. This is why runtime redeployment has been a long-standing research issue for the Smart Factory in Industry 4.0.

The IEC 61499 standard [5], [6] is gaining popularity as an enabler of Industry 4.0 due to its support of distributed automation architectures, in which control applications, presented as networks of communicating software components (a.k.a. function blocks (FB)) that can be easily deployed to various computational nodes, called in the standard devices, and redeployed in one click without affecting the application logic. However, different mappings of function blocks to devices can clearly affect the overall system performance. Therefore, optimization of the FB deployment becomes an important problem in the IEC 61499 development context. Finding an optimal deployment is challenging due to the increasing number of function blocks in control applications. To find an optimization solution, the optimization problem needs to be formulated mathematically, better in the form of a known mathematical problem, for solving which a software tool (solver) would exist. The SMT [7] solver is one such tool.

Containerization is now widely accepted as a powerful technology in software engineering due to its features, such as lightweight nature, flexibility, scalability, and shorter time-to-market. While originating in the IT world, the technology has recently gained some interest in embedded systems (e.g., [8]). Container technologies can also be potentially applied in the industrial automation domain as an enabler of the Smart Factory and Industry 4.0 discussed by [9], [10] and [11]. For example, containerization can be used to create flexible control systems, scale up current control applications, simulate controllers’ legacy engines, and shorten the time between development and (re)deployment. In the IEC 61499 context, containerization can be applied to the device model, or even to the resource model (resource is a finer-grain execution container in IEC 61499, a device can contain one or several independently executed resources). Containerization of IEC 61499 devices (resources) could provide the possibility to dynamically scale up runtime containers if the redeployment result is not satisfied.
In this paper, we investigate the problem of optimal deployment of IEC 61499 function block applications to the compliant devices. The method can be applied to both the traditional and containerized implementation of devices. Furthermore, in the paper, we refer to such devices as containers and assume them to be capable of hosting the IEC 61499 runtime (RT) environment, receiving FBs, and managing computational resources (CPUs, memory, and network) for FBs. Moreover, we propose new redeployment models of constraints and objectives for the redeployment problems. We also implement a supporting tool framework consisting of four components: Monitor, Coordinator, Parser, and Generator, implemented as Java applications. The Z3 [12] solver is used in our experiment as an efficient SMT solver tool. The role of the Generator is to translate redeployment models of the redeployment problems into formulas that the Z3 solver can understand and process. The Z3 solver then automatically calculates these SMT formulas based on proposed redeployment models. 4diasc [13] is used as the IEC 61499 IDE for the control applications development due to its supported reconﬁguration and redeployment mechanism.

The contributions of our research are the following four aspects: 1) a tool framework is implemented, consisting of Monitor, Coordinator, Parser, and Generator, to automate the translation of the deployment problem to the Z3 solver, 2) new redeployment models of the redeployment problems are proposed and analyzed, 3) applying Forte containers as the distributed 4diasc runtime environment to receive FBs, 4) for control applications with various complexity levels, we present the redeployment calculation time based on the same architecture and the redeployment models.

The outline of this paper is as follows. Section II presents the related works regarding the industrial optimization and redeployment with Design Space Exploration (DSE), SMT, and agent-based technologies. Section III shows the architecture of the implemented Z3-based redeployment software and explains the functionalities of several components. Section IV provides details about the redeployment models we proposed to solve the redeployment problem with constraints and objectives. Section V presents the measuring results for our redeployment models and implemented tool framework and compares the latency results between two scenarios. Finally, VI concludes the performance of our work on the industrial IEC 61499-based redeployment problem and gives our plan for future work.

II. RELATED WORK

The optimization deployment problem is essentially a part of the architecture optimization problem [14]. The software optimization problem in the automotive domain has been widely discussed and studied. Therefore, some software optimization approaches in the automotive domain can be applied to the architecture optimization of industrial control applications. Some studies [15], [16], [17] discuss software optimization problems in the automotive domain using a combination of DSE and Model-based Design (MbD) with an SMT solver or linear programming to solve the related optimization problems. However, it is necessary to present research problems and research methods related to architectural optimization problems in the industrial domain. We study control applications based on the IEC 61499 standard for industrial control applications because this standard can sufﬁciently support the need for dynamic redeployment at runtime. Therefore, we discuss and study the optimization problem based on DSE and IEC 61499 dedicated industrial control applications for deployment.

Previous studies [18], [19], [20], [21] and [22] proposed the use of agent-based technologies in industrial control systems and applications. In particular, [23] introduced the idea of dynamic redeployment of automation agents encapsulated in IEC 61499 function blocks, which strongly motivates our current research. We use the framework of the general multi-agent system in our Z3-based software development, i.e., the components (Monitor, Parser, Generator, etc.) of the implemented software follow the multi-agent system architecture.

In [24], Goldschmidt et al. present an abstract architecture based on container virtualization technology. Based on container concepts, their proposed architecture addresses two concerns that are legacy emulation for controllers and ﬂexible function deployment. Their work offers the possibility of applying container virtualization technology in the industrial automation domain. Due to containerization’s efﬁcient orchestration capability, containers can be dynamically started, scaled, redeployed, and deleted by simple commands provided by containerization tools (Docker/Kubernetes). On the other hand, manually conﬁguring a signiﬁcant number of devices with necessary RT, libraries and dependencies requires intensive engineering work and degrades the ﬂexibility and efﬁciency of control systems.

Sinha et al. [25] propose a method to calculate optimal conﬁgurations that satisfy evolving control system requirements. An SMT solver is used to calculate the deployment based on SMT constraints in these evolving control system requirements. They conducted experiments on their proposed method based on a real-world airport baggage handling system. The performance of the incremental and compositional methods was compared based on the experiments, and better performance was achieved by applying the incremental method to the case of slight changes in the system. To improve the reliability of the distributed control application, a redundancy strategy was used, i.e., one to ﬁve copies of each function block. Thus, although only the affected components conﬁgurations need to be recalculated, there is a potential problem that all FBs may need to be redeployed due to additional constraints or objectives. For example, usually, optimization objectives are conﬂicting with each other, i.e., the order or weights of multiple objectives should be deﬁned to avoid conﬂicts. Therefore, the newly introduced objectives may lead to potential problems with the current conﬁguration of distributed FBs, i.e., all FBs may need to be redeployed due to different objectives.

Terzimehic et al. [26] present the DSE application to find
the optimal deployment of IEC 61499-based control applications. Besides, they show the applicability of the constraints, objectives, and annotations to the deployment problem. In experiments, they combine the DSE method with the IEC 61499 model and conclude that the method is well suited for Industry 4.0 and can be used for fault recovery without downtime. However, there is no concrete method proposed to achieve the optimization calculation based on the DSE automatically.

In their later study [27], based on the proposed framework and DSE, two objectives (functional coupling and end-to-end latency) are presented and created using redeployment models. Moreover, the Z3 solver results can prove the validity of these redeployment models. At the same time, they show that the SMT solver can be well applied to redeployment calculation based on IEC 61499 control applications. However, the redeployment process is still semi-automatic and does not discuss the possibility of using the Z3 solver to solve other objectives and constraints with more complex redeployment models. Also, the scalability of this approach is not investigated. For simple scenarios with only a few FBs, good results can be obtained in the appropriate time. However, more complex scenarios with dozens of FBs lead to unacceptable long processing latency. This long latency is not suitable for dynamic auto-redeployment scenarios that require runtime capability. Also, the workflow of their proposed architecture is still semi-automatic. The specific implementation of the SMT solver and the automatic processing of 4diac’s .sys file is not explicitly given.

Our research focuses on further automating the entire redeployment calculation process and proposing new rational redeployment models to represent the redeployment problem. Specifically, firstly, two new components are introduced, namely, Coordinator and Parser, which can increase the efficiency, flexibility, and automation of the framework. Secondly, we propose new redeployment models. These redeployment models can be well applied to the Z3 solver to calculate the optimal redeployment based on the initialized conditions and selected objectives. Extracting the redeployment models is the most important of these three steps. This step requires multiple mathematical variables to represent each function block, and each redeployment model needs to be applied and constructed for each function block. The information for creating the redeployment models comes from Monitor’s metrics and the initialized constraints of the current control application returned by Parser. Different redeployment models need to be constructed for various constraints and objectives, such as the constraint not having more than

III. PROPOSED FRAMEWORK

The architecture proposed in our work follows ideas from the automatic software systems [28]. In IBM’s proposed architecture, the self-management capability of a control system enables the system’s functionality to change in response to perceived changes in the environment. The automation capability is based on a control loop that collects information about the system and reacts accordingly. Based on the architecture proposed by IBM, we implemented the Java application as the Z3-based calculation software and its architecture is shown in Fig. 1. The Java application of Z3-based calculation incorporates container virtualization technology to deploy IEC 61499-based FBs to distributed containers. Since this paper focuses on proposing redeployment models for redeployment calculation and calculating these models in the implemented redeployment software, only Coordinator, Generator and Parser are introduced in detail.

![Fig. 1. The architecture of the redeployment software based on the Z3 solver.](image)

A. Coordinator

The Coordinator receives and processes monitoring messages from the Monitor and provides feedback based on the monitoring information results, e.g., to initiate a redeployment request if the CPU or memory usage of a container exceeds a limit. There are two types of messages received in the Coordinator: the status of underlying devices (PLCs) and the containers running on the device. These two types of status information provide a bigger picture of the current control system and control application running on the device. If an abnormal condition occurs in a container or device, the Coordinator can react quickly and appropriately based on the current conditions.

B. Generator

The Generator receives the redeployment request from the Coordinator and initiates a redeployment calculation process. A redeployment consists of three steps: Extracting the required redeployment models for the current devices and containers. Converting the adopted redeployment models into a format that can be processed by the Z3 solver. Invoking the Z3 solver to calculate the optimal redeployment based on the initialized conditions and selected objectives. Extracting the redeployment models is the most important of these three steps. This step requires multiple mathematical variables to represent each function block, and each redeployment model needs to be applied and constructed for each function block. The information for creating the redeployment models comes from Monitor’s metrics and the initialized constraints of the current control application returned by Parser. Different redeployment models need to be constructed for various constraints and objectives, such as the constraint not having more than
five FBs per container or the objective minimizing the delay from the start to the end of an event. Until all reconfigurations are correctly represented in the redeployment models, the Z3 solver can understand and find the optimal deployment solution required.

C. Parser

The Parser is used to process the .sys file for the IEC 61499-based control application from 4diac. The .sys file is an XML file format that exhibits the current deployment of the control application, such as the number of FBs, the number of PLCs, and the data connections.

The metadata, e.g., the number of FBs, devices and data connections, is required by the Generator to initiate a redeployment calculation. For obtaining such metadata, the Parser is used to process the XML file (.sys file) and automatically retrieve and pass the metadata to the Generator. It should be noticed that the Parser will only be called when there is a change to the configuration of the control application, i.e., if there is no modification to the application, there will not be any metadata sent to the Generator. In other words, the Parser and Generator will remain idle if there is no redeployment request for the control application. This request-based parsing mechanism greatly increases the efficiency of the redeployment calculation.

IV. PROPOSED REDEPLOYMENT MODELS

Previous research has proposed a method that uses DSE and SMT solvers to solve the optimal redeployment scheme. We propose new redeployment models based on the constraints and objectives based on the work [27]. We argue that different redeployment models for the same constraint or objective can significantly influence the final optimization results and scalability. Redeployment models that have not been properly designed have poor scalability, resulting in a redeployment architecture that can only be used for simple control applications. A well-designed redeployment model can produce highly accurate results and improve the scalability and automation of the entire architecture. A total of four redeployment models have been designed to investigate four different requirements for redeployment. The four conditions are:

- A finite number of available IEC 61499 runtime docker containers.
- A maximum number of FBs per container.
- Minimizing data connections across containers.
- Matching the required skills, e.g., I/O capability, of FBs with the supported skills of containers. The configuration of container skills is initialized via equations (7), (8) and (9) as meta information.

For each function block, a variable \(x_i\) is created, and the value of each variable represents the container tag \((1, 2, ..., \text{ContainerNum})\). For example, deploying function block \(x_i\) to container with tag "1" indicates \(x_i = 1\). Finally, the redeployment result calculated with the Z3 solver is an assignment to all FBs \(x_i\) in a control application. Therefore, the assigned value for each function block should not be greater than \(\text{ContainerNum}\). The redeployment model for this constraint is shown in (1).

\[
\forall x_i \in \text{FunctionBlocks}, \quad 1 \leq x_i \leq \text{ContainerNum} \quad (1)
\]

In addition to the fact that the assignment to each function block variable cannot exceed the number of containers, we impose a second constraint. This restriction is that there is an upper limit to the number of FBs that each container can hold, i.e., the number of variables assigned the same value cannot exceed this limit. The redeployment model for this limit is shown in (2). For example, if the upper limit is two FBs per container, then any three control application variables should not have the same value assigned. If three variables are equal, three FBs are running in the same container, i.e., the upper limit is exceeded.

\[
\text{MaxFBs} \times \text{ContainerNum} \geq \text{TotalFBs}, \\
\forall x_{i0}, x_{i1}, \ldots, x_{i\text{MaxFBs}} \in \text{FunctionBlocks} \Rightarrow (x_{i0} = x_{i1}) \land \ldots \land (x_{i0} = x_{i\text{MaxFBs}}) \neq \text{true} \quad (2)
\]

The third formula (3) expresses the optimization objective rather than the constraints. Once the number of FBs, the number of available containers, and the limit for each container are known, a new optimization objective is proposed. This optimization is how to allocate the FBs so that the total number of cross-container data connections is minimized, based on all the above constraints. Suppose two FBs that need to communicate are assigned to two different containers. In that case, they need to be externally communicated via additional service interface FBs. Therefore, an intensity matrix is used to represent external communication stress. This matrix refers to the number of data connections between each pair of FBs. So what the third formula means is to minimize the sum of all FBs external data communications.

\[
\forall x_i, x_j \in \text{FunctionBlocks}, \quad \min \sum_{x_i \neq x_j} \text{intensity}[i][j] \quad (3)
\]

The fourth formula (4) indicates that the skills required for each FB should match the skills supported by the assigned container. The swSkill and hwSkill are artifacts/variables representing the hardware required by FBs and hardware supported by assigned containers/devices. In this paper, we define that \(\text{swSkill}(x_i) = 1\) indicates the \(x_i\) needs to access the I/O to work properly. Likewise, \(\text{hwSkill}(1) = 1\) means container1 supports I/O reading and writing for FBs running on it.

For example, an FB that requires Input/Output(I/O) support needs to be deployed to a container with I/O support. Otherwise, FB can not read or write data using the container’s I/O successfully. Equations 1, 2, and 3 illustrate how to minimize data communication across devices on top of existing infrastructure. The introduction of the fourth formula further
enhances the rationale for the entire redeployment. We have to consider the relationship between FB and the container or device when recalculating the optimal deployment. This is the only way to ensure the automation, reliability, and efficiency of the entire redeployment process.

\[ \forall x_i \in \text{FunctionBlocks} \]
\[ \text{Containers}(1, 2, 3) \text{ support I/O skill,} \]
\[ (swSkill(x_i) > 0) \Rightarrow ((x_i = 1) \& \& (swSkill(x_i) = hwSkill(1)) = \text{true}) ||
((x_i = 2) \& \& (swSkill(x_i) = hwSkill(2)) = \text{true}) ||
((x_i = 3) \& \& (swSkill(x_i) = hwSkill(3)) = \text{true}) \] (4)

V. EVALUATION

A. TEST CASE

Fig. 2 shows the test case used in this experiment. The ten FBs make up a simple application. This control application implements a parallel FlipFlop function where the signals received by IX from pin 2 of I/O are passed to output I/O ports 1, 3, 5, and 7 of QX, QX1, QX2, and QX3, respectively. The test case is initially deployed with all the FBs deployed in the same container or device. We then assume that the application is now distributed across multiple available containers, using the constraints and optimization objectives mentioned earlier. Based on these constraints, we propose two optimization objectives. The first objective is to minimize communication across all containers, thereby reducing processing latency and device communication pressure. The second objective is to deploy FBs into containers that meet the requirements, e.g., if a particular FB requires the container’s I/O functionality, how to meet this requirement on top of satisfying all the constraints.

For the second optimization objective, compatibility between optimization objectives must be considered when more than one optimization objective needs to be satisfied at the same time. An example of such compatibility is considering the priority of the optimization objectives when both objectives need to be satisfied. When different priorities are applied to different cases, we will get different optimization results. For these two optimization objectives (minimizing external communication and satisfying the skill demand of FBs), the priority is to satisfy the skill demand of FBs first, i.e., to allocate the I/O-demanding FBs (IX and QX FBs) first and then to allocate the other FBs. The redeployment calculation experiment is based on a computer with the 2.6GHz Intel Core i7 processor and 8GB RAM.

B. INITIALIZATION

In order to perform the optimization calculation, besides metadata of the control applications, some constraints should also be initialized with developer-defined values. The number of containers and the maximum number of FBs each container can support is not the metadata obtained by the Parser from the .sys file. Therefore, the value of these two constraints is defined by the developer.

Equations (5) and (6) specify that the number of currently available containers is five, and the maximum capacity of each container is five. Equations (7), (8) and (9) indicate that among the five containers only container 1, 2 and 3 support I/O functionality, while the rest of the containers have \( hwSkill(container*) = 0 \). Similar to \( hwSkill() \), there is a similar FBs hashMap, which is \( swSkill() \). If there is FB \( x1 \), and there is a demand for I/O skill, then there is \( swSkill(x1) = 1 \).

\[ \text{numMaxFBs} = 5 \] (5)
\[ \text{numOfContainers} = 5 \] (6)
\[ \text{hwskill}(\text{container}1) = 1 \] (7)
\[ \text{hwskill}(\text{container}2) = 1 \] (8)
\[ \text{hwskill}(\text{container}3) = 1 \] (9)

C. RESULTS

As shown in Fig. 2, there are ten FBs in total, and five of them require the I/O functionality of the containers. Therefore, redeployment should first satisfy the needs of these five FBs for the underlying skill requirement because deploying any of them to a container that does not support I/O is unreasonable, and the application will not work properly. For the experiment, we expect a redeployment that minimizes external data connections between the FBs based on the fact that all five FBs can be assigned to containers that support I/O functionality. Fig. 3 shows the current optimal redeployment results calculated by the Z3 solver for the above optimization models. The result shows that a value from 1 to 3 out of 5 is assigned for each FB, which indicates the container label to which the FB should be deployed. From this result, it can be seen that FBs (E_SR, QX, QX_1, QX_2, and E_SWITCH_1) are recommended to be deployed in the same container (container3). Since there are data connections between E_SR and each QX* and E_SWITCH_1, respectively, these six FBs should be deployed in the same container to minimize the device-crossing data connections. However, since redeployment sets a limit of five FBXs per container, one of
these six FBXs must be deployed to another container (QX3 is deployed to container2 indicated by the result). Therefore, it can be seen that, based on the initial constraints, Eq. (5) (6) (7) (8) (9), Z3 solver gives the result shown in Fig. 3 as the current optimal redeployment result.

D. DEPLOYMENT

Fig. 4. The deployment for FBs from 4Diac to containers.

Once the deployment optimization results are obtained from the Z3 solver, all FBs need to be deployed to the corresponding containers. The first step in deployment is to containerize the 4Diac runtime (Forte). By deploying the runtime containers, the FBs can work properly inside containers. After the required number of runtime containers are built, the corresponding devices should be created in the 4Diac IDE. These devices should be mapped to the created runtime containers through IP address and port number. The Fig. 4 gives the deployment method for FBs.

E. SCALABILITY

For the control application is shown in Figure 1 with only 10 FBs, the proposed redeployment models and implementation of the redeployment framework can achieve the optimal redeployment results. However, for the redeployment problem, in addition to the optimality of the result, the runtime capability should be considered. Therefore, we conducted a controlled experiment for different complexity applications to compare the impact of a varying number of FBs on the redeployment execution delay. The system can run up to 25 FBs (numMaxFBs*numOfContainers) while still using the previous initialization constraints, but we will keep the maximum number as 20 FBs.

Using the same initial constraints and the same redeployment models, the redeployment calculation for four different applications can be performed to obtain their respective calculation delays. In addition to the first application shown in Figure 1, the other two applications are obtained by increasing the number of QX and non-I/O required FBs (scenario1 and scenario2), respectively.

Table I compares the calculation delay for two scenarios. It can be seen that as the number of QXs increases (scenario1), the time spent on redeployment will increase dramatically. This significant increment is because increasing the number of QXs leads to significantly increasing the time it takes to match between $swSkill()$ and $hwSkill()$. However, when increasing the number of other FBs (scenario2) that do not require I/O, the execution time increases slowly compared to the scenario1 due to less calculation in the skill-matching step with the equation (4).

TABLE I

<table>
<thead>
<tr>
<th>Scenario1</th>
<th>Scenario2</th>
</tr>
</thead>
<tbody>
<tr>
<td>#execs</td>
<td>#execs</td>
</tr>
<tr>
<td>10FBs</td>
<td>20FBs</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>782</td>
<td>782</td>
</tr>
<tr>
<td>26431</td>
<td>26431</td>
</tr>
<tr>
<td>155</td>
<td>155</td>
</tr>
<tr>
<td>814</td>
<td>814</td>
</tr>
<tr>
<td>541872</td>
<td>541872</td>
</tr>
<tr>
<td>159</td>
<td>159</td>
</tr>
<tr>
<td>750</td>
<td>750</td>
</tr>
<tr>
<td>515431</td>
<td>515431</td>
</tr>
<tr>
<td>158</td>
<td>158</td>
</tr>
<tr>
<td>756</td>
<td>756</td>
</tr>
<tr>
<td>527317</td>
<td>527317</td>
</tr>
<tr>
<td>158</td>
<td>158</td>
</tr>
<tr>
<td>144</td>
<td>144</td>
</tr>
<tr>
<td>546159</td>
<td>546159</td>
</tr>
<tr>
<td>162</td>
<td>162</td>
</tr>
<tr>
<td>781</td>
<td>781</td>
</tr>
<tr>
<td>543024</td>
<td>543024</td>
</tr>
<tr>
<td>161</td>
<td>161</td>
</tr>
<tr>
<td>966</td>
<td>966</td>
</tr>
<tr>
<td>587496</td>
<td>587496</td>
</tr>
<tr>
<td>153</td>
<td>153</td>
</tr>
<tr>
<td>788</td>
<td>788</td>
</tr>
<tr>
<td>548589</td>
<td>548589</td>
</tr>
<tr>
<td>154</td>
<td>154</td>
</tr>
<tr>
<td>790</td>
<td>790</td>
</tr>
<tr>
<td>558473</td>
<td>558473</td>
</tr>
<tr>
<td>Avg</td>
<td>Avg</td>
</tr>
<tr>
<td>156.6</td>
<td>156.6</td>
</tr>
<tr>
<td>789.7</td>
<td>789.7</td>
</tr>
<tr>
<td>545955.3</td>
<td>545955.3</td>
</tr>
<tr>
<td>157.2</td>
<td>157.2</td>
</tr>
<tr>
<td>762</td>
<td>762</td>
</tr>
<tr>
<td>25850.9</td>
<td>25850.9</td>
</tr>
</tbody>
</table>

VI. CONCLUSION AND FUTURE WORK

Flexible and dynamic redeployment has always been a crucial and challenging topic. With the increasing demand for smart factories and customized services, the ability to dynamically reconfigure will largely determine the cost of failure recovery and the ability to plan multi-product dynamics. Based on our implemented Z3-based redeployment software and redeployment models, redeployment optimization
results can be obtained in almost runtime for simple control applications. We also present experiment results for scalability to more complex applications with measurement of execution delay. The proposed architecture and redeployment models are more scalable than the results obtained in other related studies.

In future research, more redeployment models will be presented to describe more complex redeployment problems. We will also apply upgraded Z3 solver on more complex and IEC 61499-relevant applications. In addition, the Z3-based redeployment software needs to be further optimized together with the redeployment models to improve the runtime performance and flexibility of the redeployment calculation.
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