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Abstract—Several parametric spatial room impulse response
rendering methods use broadband directional estimates, whereby
based on sample-by-sample direction-of-arrival estimation, a
single channel room impulse response is distributed to multiple
loudspeakers. To this end, it has been unclear how such simple
parametric processing behaves in the late part of the response.
To assess this question, we use simulations and a measurement to
show that the commonly applied estimation methods based on the
pseudo intensity vector and time difference of arrival estimation
do preserve the directional information in the late response. Also,
we show that estimated directional differences can be audible
under best case conditions. As broadband rendering can sound
‘rough’ or ‘grainy’ for transient input signals due to insufficient
pulse density in individual reproduction channels, we use a
method to synthesize smooth sounding spatial reverberation. For
this, the broadband estimates are used to calculate directional
energy envelopes, which are applied to filtered noise sequences.
The findings presented here help assessing and improving spatial
room impulse response processing methods.

Index Terms—SRIR, SDM, roughness, auralization

I. INTRODUCTION

Spatial room impulse response (SRIR) processing tech-
niques aim at reproducing the acoustics of a measured space
on an arbitrary reproduction setup. Parametric methods achieve
this by estimating directional parameters and synthesizing
loudspeaker or headphone responses. Many variants of such
methods have been introduced, such as Spatial Impulse Re-
sponse Rendering (SIRR) [1]1, Higher Order SIRR (HO-
SIRR) [2], the Spatial Decomposition Method (SDM) [3], a
variant applied to first-order Ambisonics responses (ASDM)
[4], a framework referred to as Reverberant Spatial Audio
Object [5], and a parametric synthesis method applied in [6].
The methods may employ different microphone arrays for
measurement (e.g. rigid spherical arrays, open arrays). They
conduct directional analysis and rendering either broadband,
i.e. in a sample-wise manner (SDM), or in the time-frequency
domain, based on a short-time Fourier transform (SIRR, HO-
SIRR). Commonly, methods for broadband estimation rely on
the intensity vector [1], [4] or on Time Difference of Arrival

This research has received funding from the European Union’s Horizon
2020 research and innovation programme under the Marie Skłodowska-Curie
grant agreement No. 812719.

1Please note the difference between the abbreviations SRIR and SIRR, which
can easily be overlooked.

(TDoA) estimation [3]. Both of these principles were already
applied in early work on directional analysis of room impulse
responses [7], but many more directional analysis methods
could be applied [8]. After directional estimation, several
panning methods can be used to synthesize loudspeaker re-
sponses by spatializing the measured RIR using the directional
estimates, such as VBAP, nearest loudspeaker synthesis (NLS)
or higher-order Ambisonics (HOA). Headphone rendering can
be achieved by subsequent convolution of the loudspeaker
responses with head-related impulse responses (HRIR) or
rather direct binaural decoding in the case of Ambisonics.

Generally SRIR processing algorithms have been evaluated
by assessing the quality of the finally rendered signal [2]–
[4], [9], but as perceptual sensitivity to certain directional
errors appears to be low [10], [11], it is hard to deduce
directional estimation performance and technical limitations
of the methods in this way.

In the case of broadband methods, it is clear that exact
directional information can be extracted for the direct sound
and the first few reflections found in a SRIR. Successful
estimation in this time range is demonstrated for example
by visualizations [12] or by successful combination of early
reflection estimates from several receivers [13]. In the late
part of the SRIR, where the reflection density is so high
that several reflections arrive within each analysis window,
it is tempting to assume that meaningful directional estimates
cannot be obtained, implying that the directional estimates are
random [2], i.e. uniformly distributed over the sphere.

However, there are observations that seem to contradict this
view. In [14] for example, the distribution of the late energy
is related to perceived envelopment in different concert halls.
Although one should consider that the paper shows cumulative
directional energy distributions, it does seem like a general
shape is maintained in the late part. Historically, this property
has even been one important reason to favor SDM in concert
hall research over an early SIRR implementation, as legacy
SIRR did not allow for direction-dependent diffuse rendering.
This is opposed to the more recent HO-SIRR [2], which uses
the directional information contained in a higher-order SRIR to
preserve directionality also in the diffuse part of the response.
Clearly, these observations raise the question of the exact
functioning principle of single-direction estimation in the late



part of the response.
To approach this question, we first describe a simple

stochastic model of an anisotropic diffuse field in Section
III and examine the distribution of the normalized pseudo
intensity vector (PIV) in such a scenario. Then, we show a
simulation example comparing normalized PIV, and TDoA
estimation for simulated open microphone arrays. Moreover,
we show directional estimation in a SRIR measured in a room
with strongly non-uniformly distributed absorption.

Using a listening test, we confirm that the maintained direc-
tional features obtained from broadband parametric processing
can be audible under best case conditions, when compared
to random directions for the late part, see Section V. For
the test, we do not only apply standard Nearest Loudspeaker
Synthesis (NLS), but instead employ a simple parametric
method based on spatio-temporal shaping of filtered noise,
which also maintains the directional information from the
broadband estimates, see Section IV.

II. BACKGROUND

A. Limited Spatio-Temporal Resolution

Single-direction broadband estimation and rendering is the
most straightforward way of processing SRIRs. In workflows
employing such estimation, one directional estimate θ̂(t) is
computed for every sample of the SRIR, which is later used
to synthesize loudspeaker responses.

For all broadband single-direction estimation, it is important
to note that sample-wise computation does not imply that the
time interval between two sound events arriving from different
directions is as low as one sampling interval. In fact, the so
called spatio-temporal limit bounds the time difference under
which two ideal, specular reflections can still be estimated
separately to

∆Tmin = 2
dmax

c
, (1)

where c is the speed of sound [3]. This limit corresponds to
twice the propagation time along the largest distance between
two microphones in the employed microphone array dmax.

B. TDoA and PIV Estimation

Different estimation methods have been applied in broad-
band SRIR processing. SDM uses TDoA-based directional
estimation method [3]. For the method, the responses mea-
sured using a microphone array with at least M = 4,
ideally omnidirectional capsules are analyzed in blocks hm =[
hm(t−D/2 + 1), ..., hm(t+D/2)]

]T
of D samples, with a

hopsize of one sample. In each block, the TDoAs τi,j between
all pairs of microphones i, j are computed by finding the
maximum in their crosscorrelation function. Then, for each
block, the direction of arrival is determined from the TDoAs
and the microphone position vectors rm by means of least-

squares, where (.)† symbolized the Moore-Penrose pseudo-
inverse

τ =
[
τ̂1,2, τ̂1,3, ..., τ̂M−1,M

]T
V =

[
r1 − r2, r1 − r3, ..., rM−1,M

]T
k = V †τ

θ̂ =
k

||k||
.

For a more detailed description of the estimation algorithms,
see [12]. When implementing TDoA analysis, the spatio-
temporal limit (1), becomes especially apparent, as in the
used block processing, the block size should not fall below
Dmin = ∆Tminfs for the estimator to compute meaningful
results, where fs is the sampling rate. If plane-waves from
several directions occur in such a window, the individual direc-
tions cannot be resolved reliably. As all microphones used for
TDoA analysis should be omnidirectional, the omnidirectional
response hw, which is required for rendering, can be extracted
from either one.

Another common analysis method used for both narrowband
[1], [2] and broadband processing is intensity vector estima-
tion. When calibration and constants are omitted, the intensity
vector is also referred to as pseudo intensity vector [15].
Applying the PIV is especially straightforward if first-order
Ambisonics room impulse responses (ARIR) are available.
In broadband methods employing PIV estimation [4], [16],
[17], the omnidirectional pressure is simply multiplied with
the three first-order directional components sample-by-sample.
The resulting vector’s length can be interpreted as an estimate
of diffuseness, which in turn is used in narrowband processing
of SRIR [1] and in the parametric time-frequency spatial
audio method DirAC [18], which operates on running signals.
To obtain a unit direction vector from the intensity vector
estimate, the vector is normalized.

The functioning principle of PIV estimation can be ex-
plained from several different perspectives. An especially
compact and useful derivation of an already normalized
PIV estimator [19], [20] starts from SH theory. In the
SH domain impulse response h̆, a plane-wave is ide-
ally represented by the SHs of maximal order yN (θ) =[
Y 0
0 (θ), Y −11 (θ), ..., Y NN (θ)

]T
, evaluated at the incidence an-

gle θ(t)

h̆(t) = yN (θ(t))s(t), (2)

where s(t) is the signal of the associated plane-wave. By
inserting the definition of spherical harmonics in Cartesian
coordinates and solving for θ(t), one immediately obtains the
normalized PIV

θ̂(t) =

x̂(t)
ŷ(t)
ẑ(t)

 =
1

√
3h̆w(t)

h̆x(t)

h̆y(t)

h̆z(t)

 , (3)

where h̆w(t) is the omnidirectional component and[
h̆x(t), h̆y(t), h̆z(t)

]T
are the first-order SH components.



Note that in comparison to the more common formulation
of the PIV, the directional components are divided by the
omnidirectional component instead of multiplied by it.
Both operations fulfill the same purpose: They make the
estimate independent of the sign of the signal to avoid flipped
estimates. The result of (3) should ideally have unit length.
However, the normalization is only correct if the assumption
of one plane-wave per time instance holds. For the case of
two reflections, the equations can also be solved using two
independent observations, as shown in [20]. The probability
density function (PDF) of the estimated vector in cases where
there are many more directions is the subject of the late field
estimation properties discussed below.

It is important to note that broadband PIV estimation would
be ideal in the case of a perfectly coincident array. For a real,
non-coincident array, it should only be applied after low-pass
filtering the response, with the cut-off frequency of the filter
set to the spatial aliasing frequency of the array as in [4]. This
implies that the impulse response of such a low-pass filter
distributes energy in time, effectively acting as an analysis
window as well. Sometimes, PIV estimation has also been
done blockwise [21].

With either one of the methods, TDoA or PIV, the limited
spatio-temporal resolution implies that accurate analysis is
only possible in the early part of the response, where one
plane-wave arrives in each analysis window.

C. Broadband rendering

Once the directional estimates are obtained, arguably the
simplest rendering stage for synthesizing loudspeaker re-
sponses gl based on the directional estimates is Nearest
Loudspeaker Synthesis, as used in [3]. In the broadband case,
the omnidirectional response is combined with the instan-
taneous directional estimate by assigning it to the nearest
loudspeaker position out of the set of available loudspeakers
ΘL = {θ1, ...,θL}, such that

lNL(t) = arg min
l
||θ̂(t)− θl(t)||

gl(t) =

{
hw(t) l = lNL(t)

0 l 6= lNL(t).

(4)

Two problems have been observed with such simple broadband
rendering, which are discussed in more detail in Section IV.

III. ESTIMATION PROPERTIES IN THE LATE FIELD

To assess the properties of the estimator in the late field,
we first introduce a model for an anisotropic diffuse field
and show the distribution of PIV estimates for such a field.
Next, we run simulations based on this model, assessing the
directional estimator’s distribution and also the resulting level
distribution of the rendered output for both PIV and TDoA-
based estimators. Then, we apply the estimators to the late field
of a real room with non-uniformly distributed absorption.
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Fig. 1: Two scenarios that may cause an anisotropic diffuse field: A room with
one more strongly absorbing wall (absorption coefficients α1 > α0) and one
room with an open window. The dots represent the Gaussian sources scaled
by a(θi) that are used to model the resulting late, diffuse field. For such a
model, we must assume a room with irregular geometry or a shoebox with
sufficient scattering to decouple its three perpendicular wall pairs; otherwise
a lower level would be expected from the right side as well.

A. Diffuse sound field model

To assess the behavior of PIV and TDoA estimation in
the diffuse field, we first assume that the field is constructed
from I uncorrelated Gaussian noise signals scaled by the level
function a(θ), such that

si = aiUi ∀i = 1, ..., I,

Ui ∼ N (0, 1),
(5)

where the uncorrelated components arrive from a (quasi-)
uniformly distributed set of directions ΘI = {θ1, ...,θI} and
ai = a(θi) is a continuous level function evaluated at these
directions. In general, the Gaussian assumption for diffuse
late reverberation is well established [22], [23]. Simulations
of diffuse fields with a similar model are described in [24]
as well. However, our model is different in that it assumes
Gaussian noise with different levels from different directions
rather than a combination of plane-waves and isotropic Gaus-
sian noise. This represents a rather strict modelling assumption
for evaluating the estimators. In the physical world, such a field
may potentially be approximated by a closed room, which
comprises sufficient scattering, but where the absorption is
not distributed uniformly, such that some surfaces are less
reflective than others. Then, extreme anisotropy is found for
example in the direction of an open window or in a room
with irregularly distributed absorption, illustrated in Figure
1. In real rooms with limited scattering, sound from nearby
directions would be correlated more strongly. Additionally, in a
shoebox shaped room, increased absorption on one side would
also decrease the level of incoming sound from the opposite
side.



(a) A test case, in which sound from φi = 50◦

has 40 dB more energy than the diffuse sound
from all other directions.

(b) A scenario with a more strongly absorbing
wall from which diffuse sound is attenuated by
−12 dB.

(c) The scenario resembling and open window,
with no diffuse sound from this direction.

Fig. 2: Diffuse field simulation of normalized 2D PIV estimation using Gaussian noise from 1000 directions, weighted by the directional level distribution
a(θ) indicated by the white circles. In the upper half of each plot, a 2D histogram is shown. On the bottom, the resulting distribution of the estimates angle
is presented.

B. PIV in the late field

For PIV estimation, we show the PDF of the resulting vector
p(θ̂; a(θ)), which depends on the present level distribution of
the diffuse field. To do so, we plug in the diffuse sound model,
(5) into the estimator (3) to obtain

θ̂ =
1√

3
∑
i si

∑
i

xisiyisi
zisi

 , (6)

=
1√
3

∑
i θiaiUi∑
i aiUi

=
B

W
, (7)

where B : Ω→ R3 and W : Ω→ R are random variables.
Figure 2 shows the distribution of the estimates (in 2D, as it

allows for better visualization), as well as the finally obtained
directional distribution for three cases: in the theoretical case
of one noise source that is 30 dB louder than the others,
and in the two scenarios sketched out in Figure 1, with an
absorbing wall or an open window. On the bottom of each
plot, the distribution of the angular estimate φ̂ = atan(ŷ/x̂)
is presented. In all cases, the estimated vector is distributed
according to a multivariate Cauchy distribution, which stems
from (7) constituting a ratio of dependent Gaussian variables.
The emergence of the Cauchy distribution in intensity estima-
tion has also been shown in [25] for a scenario of one source
and one interferer. A full derivation of the resulting estimates
is the subject of future work.

Even though the estimation results in these examples show
directional trends, it is also clear that the distribution of
the estimates is not capable of closely following arbitrary
directional functions a(θ). The levels may only scale the
covariance and the mean of the PDF p(θ̂; a(θ)), giving rise
to a certain set of possible angular distributions. Such scaling
and shifting can be seen in the 2D histograms presented in
Figure 2.

In the case of one dominant noise source shown in Figure
2a, the mean is shifted almost all the way to the unit circle
and the variance becomes small. In the absorbing wall example

shown in Figure 2b, the mean of the distribution is shifted to
the right and the general trend of a(θ) is well maintained. In
the open window example (Figure 2c), where no sound at all
arrives from the small angular range on the left, the reduction
in probability for estimating the corresponding directions is
visible, but weaker.

On the one hand, this means that the kinds of level distribu-
tions, which the PIV is capable of estimating in the late field
are severely limited. On the other hand, it is clear that some
directional information is maintained, thus the assumption that
the intensity vector generates uniformly random directions in
the diffuse field is not true.

C. Microphone array simulations

As a next step, simulations are conducted for PIV and
TDoA utilizing the same diffuse field model, with plane-
waves impinging from I = 360 directions on two different
microphone arrays. In this simulation, the estimated directions
θ̂(t) are then utilized to perform simple NLS rendering as
shown in (4). By assigning the omnidirectional response’s
sample to a set of L = 60 virtual loudspeakers at directions
ΘL, equidistantly placed in a circle, the directional estimates
are converted back to a level distribution â(θl), which can
be compared with the original level distribution before the
estimation and rendering process.

For simulation, microphone arrays were used, which can
be considered typical choices for the applied estimators.
PIV estimation was simulated for a tetrahedral array of
ideal cardioid capsules, and with a radius of r = 1.5 cm,
reminiscent of the Soundfield microphone used below.
TDoA estimation was simulated for an open array of six
omnidirectional capsules, on the faces of a cube, as in the
intensity probe commonly used for SDM [3]. The same radius
was used. The results are shown in Figures 3a and 3b. The
first row represents the original level distribution a(θ). The
second row shows the distribution of the estimate p(θ̂; a(θ)).
The last row shows the resulting RMS after NLS rendering.
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(a) PIV estimation in a simulated, anisotropic diffuse field using an open array
of four cardioid capsules in tetrahedral arrangement.
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(b) TDoA estimation in the same simulated, anisotropic diffuse field using an
open array of six omnidirectional capsules.

Fig. 3: Estimation in an anisotropic diffuse field, where one wall is more absorbing than the others. For comparison, linear processing using a first-order
beam-former in case of the tetrehedral array. The black squares represent a set of 60 rendering points (virtual loudspeakers) used for NLS.
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Fig. 4: Variable acoustics room ‘Arni’ used for the measurements presented in
Figure 5 and the listening test. The receiver was placed close to an absorbing
wall and the source was directed towards the room corner in order to excite
horizontal directions with equal energy.

Together with the result after PIV estimation and rendering
in Figure 3a, we have also included the spatial distribution that
would be obtained by linear SH processing for determining
the shape of the late part response. One might refer to this
as discrete plane-wave decomposition (PWD) or, equivalently,
directing a first-order hyper-cardioid beam-former to each of
the rendering directions [26].

For higher-order input, PWD yields high directional res-
olution; it is used for example in [27] to analyse the late
part of room impulse responses. For first-order, this simulation
suggests that such linear processing follows the particular level
distribution a(θ) less closely than PIV estimation.

Clearly, for the TDoA-based estimation, the statistics of the
estimation result is different from that of PIV estimation. In
the present simulation, the TDoA-based estimator follows the
dip in the level distribution less closely than the PIV, but
is actually closer to the distribution obtained by first-order
PWD. However, also here, the directional estimates are far
from uniformly distributed over the sphere.

D. Analysis of a real space

As the next step, a measurement was conducted in the
variable acoustics room “Arni” at the Aalto Acoustics Lab
[28], in order to check if directional information would be
maintained in the late part of a measured response as well.
The chamber has dimensions 8.71 m × 6.81 m × 3.6 m. All
of its variable panels were set to the reflective setting, except
those on one half-wall on the left of the microphone and one
section behind the microphone, see Figure 4.

In this configuration, the room had a reverberation time of
approximately T30 = 0.62 s. A Genelec 8331AP loudspeaker
was used for the measurement.



(a) Analysis of a real space using the Soundfield ST-350 microphone and PIV
processing.

(b) Analysis of a real space using the GRAS 50VI intensity probe and
TDoA-based directional information. Also here, directional information is
maintained.

Fig. 5: The map shows the estimated energy distribution in the time range 80–400 ms (black area of the omnidirectional RIR shown on the bottom), measured
next to an absorbing wall using PIV and TDoA estimation respectively. The contained directional information is clearly visible even within the dynamic range
of 16 dB: The level on the left and the rear of the array are attenuated.

The loudspeaker was directed towards the front right corner
of the room to excite horizontal directions equally. Two
microphone arrays - a Soundfield ST350 as a tetrahedral array
of cardioids, and a GRAS 50VI intensity probe as an open
array of omnidirectional capsules were placed 60 cm away
from the left absorbing wall. The energy distributions was
estimated using PIV for the ST-350 and TDoA estimation for
the GRAS 50VI and are shown in Figure 5, integrated in the
time range 80− 400 ms. In this extreme example, directional
differences in the resulting distribution reach up to 12 dB for
both estimators. The directional differences seem to be slightly
larger in the case of PIV estimation.

The extreme case was selected, such that differences would
potentially be audible in the subsequent listening test, where
perceptual consequences were generally expected to be small.
In order to have access to a reference for the test, also a BRIR
was measured using the KEMAR head and torso simulator.

IV. RENDERING

Now, we would like to check if, under best-case condi-
tions, the estimated directional distributions lead to audible
differences when compared to replacing them with uniformly
distributed directions. As mentioned above, two problems have
been stated with respect to standard broadband rendering.
Firstly, it has been observed that the rendered response may
contain more high frequencies than the omnidirectional re-
sponse, which can be referred to as whitening. The effect has
first been reported in [29] and the typical solution is to apply
spectrogram or filterbank-based time-varying equalization to
the response [17], [29]. If such equalization is not done

carefully, it can lead to audible artefacts of its own. The second
problem, roughness, can be perceived when transient signals
are rendered. Since such critical signals have been rarely used
in practice, this issue of roughness has been discussed less
frequently. However in [10], [20], compensation strategies
based on introducing all-pass filters have been employed.

As for testing the audibility of the directional information
estimated in the late reverberation tail, we would like to use
a transient signal. Therefore, we use a simple parametric
rendering approach, which is described next.

A. Short-time Filters

The applied parametric rendering is based on a model that
uses white, Gaussian noise, filtered using a global short-term
filter per time instance, modulated by one energy envelope
per reproduction channel. The method has similarity to the
parametric model introduced in [30], which may use direc-
tional information from a measured BRIR to shape binaural
noise in separate bands. The model applied here is capable
of incorporating time-frequency dependence of the omnidi-
rectional response and the detected broadband time-direction
dependency, but it cannot reproduce frequency-dependent di-
rectional differences.

As a first step, the omnidirectional response is analyzed
in order to create filters that mimic its short-time spectral
content. It is one of the advantages of the method that these
filters can be designed in order to have a well controlled
impulse response, which avoids time-aliasing and artefacts.
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Fig. 6: Short-time coloration filters obtained from block-wise analysis of the
omnidirectional RIR. The color indicates the starting time of the block from
t = 0 s (black) to t = 1.2 s (yellow)

To create the filters, the omnidirectional room response is
first separated into blocks of B = 1024 samples (at 48 kHz)
and minimum phase filters are designed for each block, with
impulse response fb(t) ∀b = 1, ..., dLs/Be, where Ls is the
length of the response.

The filters are set to a constant gain below flim = 500 Hz,
since standard NLS rendering is used for low frequencies. The
filters and their short impulse responses are shown in Figure
6.

B. Directional Modulation Functions

Next, the directional information is extracted. For this, NLS
is performed and the energy contained in each of the rendering
channels is compared to that of the omnidirectional RIR. Like
this, directional modulation functions are obtained for each
channel l. These modulation functions need to be smoothed,
for example using a hann window w(t) in order to mitigate
amplitude modulation that would otherwise be perceivable
when rendering transient sounds

dl(t) =

∑
τ g

2
l (t− τ)w(τ)∑

l

∑
τ g

2
l (t− τ)w(τ)

. (8)

The smoothed directional modulation functions are shown in
Figure 7. If the aim is to render to a dense set of loudspeakers,
the directional modulation functions can also be interpolated
spatially.

C. Synthesis

When finally synthesizing the response, standard NLS ren-
dering is used for the first 30 ms – a range in which early
reflections are still identified properly. Then, a 5 ms crossfade
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(a) Short-time directional modulation functions dl.

(b) Loudspeaker positions ΘL used for rendering.

Fig. 7: Directional decay for different analysis positions. One color corre-
sponds to one loudspeaker position. Note the lower level of the decay curves
on the left side, where the absorbing wall is located (darker blue).

is used to transit to the parametrically rendered part. Standard
NLS rendering is kept below 500 Hz, as at low frequen-
cies, roughness is not perceivable; a perfectly reconstructing
Linkwitz-Riley crossover filter is used to separate the two
bands. For high frequencies, the fully parametric rendering
is done by applying the filter determined for the current time
range to an independent sequence of Gaussian noise n(t) for
each channel. Then, the directional modulation function is
applied to each reproduction channel, such that a synthesized
response ĝl is obtained as

ĝl(t) = dl(t)
∑
τ

n(t− τ)fd t
B e(τ), (9)

where d.e denotes rounding to the next larger integer, which
is used to select the correct short-time filter fb for the current
time range.

Now, it is possible to use the obtained responses for loud-
speaker rendering. For the listening test, the loudspeaker chan-
nels are then convolved with diffuse-field equalized HRIRs
of the KEMAR HATS conducted in the loudspeaker array,
such that comparison against the BRIR reference measurement
becomes possible.

V. PERCEPTUAL EVALUATION

A short listening test was conducted so that participants
could complete the test in their home office due to the COVID-
19 restrictions. The nine experienced participants used differ-
ent headphone models, however, they were all high quality
headphones.

Two stimuli were rendered using the obtained responses:
A transient, synthetic kick-drum, and a short anechoic speech
excerpt.



For each stimulus, participants were first asked to rate
similarity in terms of spatial impression alone, and then to
judge general similarity applying their own criteria, which
were collected after the test. The full set of stimuli included
the binaural reference (ref), rendering using standard NLS
without any compensation based on TDoA estimation (TDoA
- NLS), as well as the parametrically rendered responses based
on TDoA and PIV estimation (TDoA - Param and PIV -
Param). As an additional stimulus, the directional estimates
of the parametrically rendered TDoA-based response where
replaced with random directions, uniformly distributed over
the sphere, starting at 80 ms (Late Random). An anchor was
created by using random directions for the complete response
(also modifying the direct sound) and applying a highpass filter
at 200 Hz, to induce a noticeable spectral difference.

Most importantly, in terms of spatial impression, the re-
sults obtained for the kickdrum sample show a significant
difference (p = 0.0078, Wilcoxon signed rank test) between
the renderings using the estimated directions and the random
directions in the late part, see Figure 8. When listening to
this transient example, the reverberant tail can be perceived
as part of the sound itself, and the transition to the random
directions is clearly audible as a shift of energy to the left
side during the response. Also, in the general similarity rating,
the late random directions received worse results. However,
it was also expected that the standard NLS rendering would
receive worse results, given the audible roughness, but it seems
that spectral differences between all rendered sounds were as
important as these artefacts when judging general similarity.
Only one participants indicated that roughness was used as
a criterion, while all except one mentioned attributes like
coloration, spectral content or timbre.

Interestingly, the speech sample did not evoke any signifi-
cant differences, see Figure 9. Here, the reverberant tail is not
heard as clearly as part of the sound, and it seems that other
differences, for example due to coloration, that occur between
the renderings where as important as the shift caused by the
late part.

VI. DISCUSSION AND FUTURE WORK

The listening test results show that using a transient input
signal, directional differences in the range detectable using
parametric estimation methods can be perceived. In [11], it
has been shown that randomizing late directions only caused
very minor differences in terms of similarity when compared
to rendering using the original data. Also in our continuous
speech sample, the differences in the late part did not lead to
significant differences between the renderings. Also, it should
be noted that we deliberately chose an extremely anisotropic
response, and that for a more regular room, audibility is
expected to decrease even for transient signals.

A closer examination of different signals and directional dis-
tributions and the parametric rendering is beyond the scope of
this paper and would require a more controlled listening test.
Dedicated work on the perceptual detectability of directional

information in the late part of the responses as such has been
published recently as well [27].

Although not the main focus of this work, it should also be
mentioned is that as in earlier tests comparing parametric SRIR
renderings to a binaural references [31], a clear difference to
the reference was always notable. It is probably mostly due
to coloration differences, which are hard to avoid. While it is
unlikely that such differences are problematic when comparing
different rooms with each other, or creating plausible or
transfer-plausible renderings for extended realities [32], further
effort should go into making fully authentic reproductions
using SRIR methods.

In future work, the statistics of the PIV estimator will
be derived for the presented sound field model. Moreover, a
formal description of the TDoA estimator in such a field will
be formulated.

With respect to the rendering approach using filtered noise,
there is a similarity to single channel reverberators based on
shaped velvet noise [33]. The simple parametric model used
here would be easily modified to use velvet noise for each
reproduction channel as well, in order to create more efficient
spatial reverberators in the future.

VII. CONCLUSION

All in all, we can conclude that single-direction parametric
estimators are in principle able to detect directional distribu-
tions in the late field. This could be seen in simulations and a
SRIR measurement that was taken close to an absorbing wall
in a real room. However, we have also described that such
estimation yields results in a statistical sense, and that the
possible kinds of directional distributions are therefor limited.

In this work, a simple parametric rendering approach has
been applied, which uses the obtained directional estimation,
but does not suffer from roughness or whitening as the
standard broadband NLS rendering. Even using this method,
the rendered sound is noticeably different from a binaural ref-
erence. However, we have shown that the detected distributions
are in principle noticeably, but only under best-case conditions,
when rendering a transient sounds.
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