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1. Introduction

The human ability to focus on one speech stream among many might seem like a mundane skill, but its actualization relies upon complex neurocognitive processing (Shinn-Cunningham, 2008; Wikman et al., 2021). How listeners solve the so-called cocktail party problem has been investigated ever since the classic studies of Cherry (1953), and more recent research has also begun to determine the neural basis of this phenomenon. Electrophysiological experiments have revealed that the neural processing of attended and unattended speech streams is differentiated already in the non-primary auditory cortex (AC) in the supratemporal plane extending to the superior temporal gyrus (STG), as the activation of neuronal populations becomes tuned to the attended speech stream (Mesgarani and Chang, 2012; O’Sullivan et al., 2019; Zion Golumbic et al., 2013; see also Teder et al., 1993; Woods et al., 1984). However, the functional organization of cortical auditory processing is complex already at the AC; studies have shown that activations in this region are profoundly influenced by, for example, attention and the task performed by a listener (e.g., pitch discrimination or pitch memory tasks; Alveninen et al., 2006; Petkov et al., 2004; Scheich et al., 2007; Wikman and Rinne, 2019; Wikman et al., 2015). These observations highlight the importance of considering how the choice of an experimental task may affect the results of studies on speech processing. However, to our knowledge, how different attention-engaging tasks affect activations in or outside the AC during selective attention to continuous speech has not been systematically studied before.

Task-dependent effects in the auditory processing of relatively simple stimuli, such as tones, phonemes, and syllables, have been experimentally demonstrated by varying the task performed by a listener while keeping stimulus type constant. For example, in a study by Harinen and...
Rinne (2013), a vowel discrimination task enhanced activation in STG regions involved in phonetic and phonological processing (Leonard and Chang, 2014; Mesgarani et al., 2014; Turkeltaub and Branch, 2010), while a memory task performed on the same stimuli enhanced activation in more lateral and posterior STG regions and the inferior parietal lobule (IPL). Moreover, increasing memory load in the memory task was associated with deactivation in portions of the STG and superior temporal sulcus (STS), even though the stimulus type remained constant. Other experiments have corroborated and complemented these results, demonstrating that the organization of cortical processing of sounds depends strongly on the kind of task performed (Ahveninen et al., 2006; Alho et al., 2014; Rinne et al., 2009; Wikman and Rinne, 2019; Wikman et al., 2015).

Whereas the experiments described above focused on the processing of relatively simple sounds, the choice of task and stimulus type may also be crucial in studies on the processing of continuous speech (see, e.g., Price, 2012). Experiments with simple stimuli and artificial but well-controlled tasks provide invaluable information on the different levels of speech processing (see, e.g., Davis and Johnsrude, 2003), but concerns have also been raised that artificial tasks and stimuli may engage neurocognitive mechanisms that are not essential in more naturalistic settings (Hickok and Poeppel, 2007). For instance, one long lasting debate concerns whether the motor regions involved in speech production are also involved in speech perception (Arsenault and Buchs, 2014; Schomers and Pulvermüller, 2016). These motor areas form part of the so-called dorsal stream of speech processing, flowing from the posterior STG/STS to the temporoparietal cortex and further to the motor and prefrontal areas. The dorsal stream has been suggested to be involved in mapping between auditory and motor speech information (Fridriksson et al., 2016; Hickok and Poeppel, 2007; Rauschecker and Scott, 2009), and the role of these regions in speech perception has been demonstrated when listening to relatively simple speech stimuli (e.g., single syllables; Fadiga et al., 2002; Möttönen et al., 2013; Möttönen and Watkins, 2009; Mugler et al., 2018; Pulvermüller et al., 2014; Schomers and Pulvermüller, 2016). These motor areas form part of the so-called dorsal stream of speech processing, flowing from the posterior STG/STS to the temporoparietal cortex and further to the motor and prefrontal areas. The dorsal stream has been suggested to be involved in mapping between auditory and motor speech information (Fridriksson et al., 2016; Hickok and Poeppel, 2007; Rauschecker and Scott, 2009), and the role of these regions in speech perception has been demonstrated when listening to relatively simple speech stimuli (e.g., single syllables; Fadiga et al., 2002; Möttönen et al., 2013; Möttönen and Watkins, 2009; Murakami et al., 2015; Pulvermüller et al., 2006). However, it has also been suggested that these regions might mainly be recruited when participants focus on the sub-lexical aspects of speech, questioning whether these results can be generalized to more ecologically valid situations (Hickok and Poeppel, 2007). One reason for this suggestion is that patients with lesions in these brain regions may show deficits in tasks where sub-lexical processing is required, but fare well when listening to normal, continuous speech (Hickok and Poeppel, 2004). It has also been suggested that the motor regions in the dorsal processing stream may participate in speech perception in a dynamic and compensatory manner, even when listening to continuous speech, when speech intelligibility is poor because of, for example, overlaid noise (Du et al., 2014; Osmes et al., 2011; Wild et al., 2012). Taken together, the debate surrounding the role of these dorsal stream regions in speech perception suggests that the brain may process speech in a highly context-dependent fashion.

An additional consideration on task-dependent effects on speech processing stems from the fact that widely distributed networks of the brain are recruited to process different aspects of speech (Binder et al., 2009; Friederici and Gierhan, 2013; Huth et al., 2016; Vigneau et al., 2011; Vigneau et al., 2006), but simple artificial settings are unlikely to capture all the processes that are relevant in more naturalistic ones. For example, processing the social aspects of speech (e.g., perception of speaker relations) is essential in everyday situations, but obviously absent from studies with stimuli that lack any social or even semantic meaning. Recent fMRI experiments with relatively naturalistic audiovisual dialogues have found speech processing to engage the medial orbitofrontal cortex (OFC; Leminën et al., 2020; Wikman et al., 2021), which has been suggested to play a role in social cognition (e.g., during tasks evoking empathy or demanding moral judgments or theory of mind; Adolphs, 2009; Alcalá-López et al., 2019; Bzdok et al., 2013). However, how this region contributes to the processing of speech remains poorly understood.

Real-life speech processing situations routinely demand selective attention, as environmental noises or speech from irrelevant speakers are often present in the auditory background. A large portion of studies on the neural basis of selective auditory attention have been conducted with relatively simple sounds, such as tones and single syllables. Selectively attending to these simple sounds has been associated with activity in the dorsolateral prefrontal cortex (DLPFC) and parietal regions (Alho et al., 1999; Degerman et al., 2006; Salimi et al., 2007; Zatorre et al., 1999), that is, canonical attention-related brain networks (Alho et al., 2014; Näätänen, 1990). Accordingly, it has been suggested that when selectively attending to sounds, the frontoparietal areas contribute to maintaining attention, and facilitate the processing of attended sounds in the sensory systems (e.g., Alho et al., 1999; Näätänen, 1990). Somewhat surprisingly, however, in studies on selective attention to continuous speech with distracting speech in the background (i.e., listening to speech in a ‘cocktail party situation’), these frontoparietal activations have not been as consistently found. Instead, selective attention to continuous speech has mainly been associated with enhanced activity in the STG, STS, and left inferior frontal gyrus (LIFG; Alho et al., 2006, 2003; Leminën et al., 2020; Wikman et al., 2021), regions that are implicated also in the processing of speech in quiet (i.e., when selective attention is not needed; Friederici and Gierhan, 2013). This pattern of results seems to hold even though the task may not be subjectively especially easy (see, e.g., Leminën et al., 2020; Wikman et al., 2021), and even though speech perception performance in general is often reduced when noise or other speakers appear in the background, as compared to situations where these distractors are not present (see, e.g., Miller, 1947; Sumby and Pollack, 1954; Treisman, 1964). Thus it seems that when it comes to selective auditory attention, results from experiments conducted with simple stimuli do not necessarily generalize to more naturalistic settings. It has been suggested that the lack of frontoparietal activations in more naturalistic experimental settings might be due to over-learning and automatization of processing (Alho et al., 2006; Wikman et al., 2021). The reasoning behind this suggestion is that selectively listening to one speech stream among many is something we do daily, and extensive practice diminishes the need for cognitive control in task performance (Chein and Schneider, 2012).

While frontoparietal contributions may not be crucial in maintaining selective attention to continuous speech, evidence suggests that they may be dynamically involved in guiding processing at the initial stages of ‘tuning in’ to a speaker or speakers (i.e., directing attention to speech), or when orienting to the task at hand (Hill and Miller, 2010; Näätänen, 1990). For example, our recent study (Wikman et al., 2021) examined temporal modulations in activity levels across the time course of an audiovisual dialogue, and found that a network involving portions of the bilateral inferior frontal gyrus and precentral gyrus (PreCG) were activated mainly at the beginning of a dialogue. In the STG and STS, activation was observed to increase for the first half of a dialogue, and then decrease toward the end of the dialogue. These results are consistent with the idea that the frontal regions may be dynamically recruited in guiding processing in a goal-dependent manner, and that their contribution diminishes after processing becomes more independent in the sensory regions (Wikman et al., 2021).

The present experiment was designed to study how the brain mechanisms of selective attention to continuous audiovisual speech depend on the task performed by a listener. Specifically, we wanted to examine how performing a relatively naturalistic speech listening task compares to situations where it is the phonological content of speech that is focused on (as is often done in studies on the processing of sub-lexical speech stimuli), as well as to situations where speech is not attended to. Moreover, we wanted to study the time course of activations in these different tasks, as evidence suggests that the involvement of different brain regions varies dynamically throughout the time course of task performance (Hill and Miller, 2010; Näätänen, 1990; Wikman et al., 2021).
To meet these goals, we used functional magnetic resonance imaging (fMRI) to monitor neural activations while participants viewed audiovisually presented dialogues, in which concurrent task-irrelevant speech was always present in the background. Participants performed three different tasks (Fig. 1): In the Semantic (S) task, the participants focused on the dialogues and responded to questions regarding the semantic content of the conversation. This task was aimed to mimic naturalistic speech processing as closely as possible while also controlling for performance. In the Phonological (P) task, the participants selectively attended to the dialogues, monitored the speech stream for occurrences of the phoneme /r/, and reported their number. This task was intended to require selective attention and the processing of sub-lexical aspects of speech, but not the meaning of speech. In the Visual (V) control task, the participants were instructed to ignore the speakers altogether, focus on a fixation cross below the speaker’s face, and count how many times the cross rotated. This task was intended to control for stimulus-related effects while speech is not attended to (cf. Leminen et al., 2020; Wikman et al., 2021). To examine possible interactions

Fig. 1. The experimental setting of the present study. (A) Participants viewed audiovisual dialogues of a male and female speaker discussing neutral everyday topics, while a concurrent speech stream from an audiobook was played in the background. Three different tasks were performed by the participants: 1) In the Semantic (S) task, the participants selectively attended to the dialogue, ignored the audiobook (and the cross below the speaker’s face), and, after the dialogue, answered seven questions related to its semantic content. 2) In the Phonological (P) task, the participants selectively attended to the dialogue, searched the speech stream for occurrences of the phoneme /r/, and ignored the audiobook (and the cross). 3) In the Visual (V) task, the participants ignored the speech streams altogether and counted the number of rotations of the fixation crosses below the faces of the speakers. In the P and V tasks, after the presentation of the dialogue video, the participants reported the number of task-relevant occurrences by answering ‘yes’ or ‘no’ to seven statements of the form ‘There were x-y /r/:s ‘ or ‘There were x-y fixation cross rotations’. The number of task-relevant occurrences was matched between the P and V tasks (i.e., /r/:s and cross rotations). (B) Example lines and S task questions from one of the dialogues (see Supplementary Table 2 for an example of a full dialogue). (C) The voices of the two attended speakers were manipulated using noise-vocoding (Shannon et al., 1995) on two levels. In the poor auditory quality, frequencies above 0.3 kHz were noise-vocoded with four logarithmically spaced frequency bands shown with the white lines, resulting in speech with poor intelligibility (note that the fundamental frequencies of the speakers were not noise-vocoded). In the good auditory quality, frequencies above 0.3 kHz were noise-vocoded on 16 logarithmically spaced frequency bands, maintaining good intelligibility (see Section 5.2 for details). (D) Visual speech intelligibility was modulated on two levels by masking the faces of the speakers with more or less white noise.
between task and speech intelligibility, the tasks were factorially combined with good or poor auditory and visual speech qualities (Fig. 1).

It was hypothesized that the S task would recruit regions associated with selective attention to speech, such as the STG, STS, and LIFG, as well as the medial orbitofrontal cortex, a region implicated in social cognition (see Leminen et al., 2020; Wikman et al., 2021). The P task was expected to recruit partially overlapping areas with the S task in the STG, STS, and LIFG, as it, too, involves selective attention to speech. However, since the P task requires sub-lexical processing of speech, we expected it to recruit the AC regions processing phonological information (i.e., the anterior and posterior STG) more strongly than either of the other tasks. Moreover, following the dual-stream model of Hickok and Poeppel (2007, 2004), we expected regions in the dorsal stream of speech processing (i.e., left temporoparietal, premotor, and inferior prefrontal areas) to show most activity during the P task. As these dorsal stream regions have also been previously implicated in the processing of degraded speech, we further expected these regions to show higher activation in conditions with poor speech intelligibility during the S and P tasks, but not during the V task (i.e., an interaction between task and the audiovisual qualities). Regarding activation modulations across the time course of a dialogue, we expected to replicate our previous results (Wikman et al., 2021) in that the beginnings of the dialogues would be associated with the highest activity in the bilateral IFG and precentral areas during the S and P tasks, and activity in the sensory auditory regions in the STS/STG would first increase for the first half of the dialogue, and then decrease.

2. Results

2.1. Behavioral performance

After each dialogue video, the participants responded to questions related to the task they had performed during that dialogue. In the S task, performance was measured as the percentage of correct responses (Fig. 2, left). In the P and V tasks, performance was measured as the distance of the participant’s answer from the correct answer (Fig. 2, middle and right; detailed descriptive statistics on task performance are reported in Supplementary Table 1).

To study task performance in conditions with varying speech intelligibility, separate $2 \times 2$ repeated-measures ANOVAs with factors Auditory Quality and Visual Quality were conducted for the S and P tasks. Differences in behavioral performance across the audiovisual qualities in the V task were assessed with the non-parametric Friedman test, because the data did not meet the assumption of normality of model residuals made by the repeated measures ANOVA. In the S and V tasks, no significant effects of audiovisual quality on task performance were found (Fig. 2; S task: $F(1,17) < 1.0, p > .36$ for all effects; V task: $\chi^2(3) = 1.5, p > .68$). In the P task, a significant main effect of Auditory Quality was found ($F(1,17) = 18.9, p < .001, \eta^2_p = 0.53$), while the main effect of Visual Quality and the interaction of Auditory and Visual Quality were not significant ($F(1,17) < 2.0, p > .18$ for both effects).

2.2. fMRI results

Two whole-brain group-level analyses were performed on the fMRI data. In both, a general linear model (GLM) was fit to the time series data of each voxel in each run. The first analysis was performed to assess block-level effects related to the different tasks and audiovisual qualities (i.e., effects averaged over all the dialogue lines). In this analysis, the GLM included one regressor modeling all dialogue lines in each task and audiovisual quality combination (e.g., all lines spoken during the S task with good auditory and good visual condition were modeled with one regressor, while another regressor modeled the lines during the S task with poor auditory and good visual condition, etc.). Main effects and interactions of Task, Auditory Quality, and Visual Quality were coded into the first-level GLM for separate $2 \times 2$ repeated-measures ANOVAs with factors Task, Auditory Quality, and Visual Quality for all task pairs (i.e., S and V, S and P, P and S; Fig. 3).

The second whole-brain analysis was aimed to assess whether the task-related effects were dynamically modulated across the time course of a dialogue (see also our previous study, Wikman et al., 2021). To this end, another GLM was constructed that modeled each dialogue line in each task and audiovisual quality condition with a separate regressor. The first six lines (out of seven) of each dialogue were included in subsequent analyses, because the last line was always followed by questions related to the task performed by the participant, potentially confounding the fit of the model for that line. Based on this GLM, contrasts were formed for each task pair (i.e., S vs. V, P vs. V, and S vs. P) that modeled linear, quadratic, and linear-quadratic (i.e., a combination of linear and quadratic effects) trends in the data. That is, each line during one task and audiovisual quality combination was contrasted with the corresponding line from another task (e.g., the first line of the S task with the first line of the V task), with the linear, quadratic, and linear-quadratic trends modeling changes in activity levels across the

![Fig. 2. Behavioral performance accuracy of participants in the different tasks and audiovisual conditions (±SEM). In the Semantic (S) task, performance was above chance level in all conditions, but the audiovisual qualities had no significant effect on performance. In the Phonological (P) task, better Auditory Quality improved performance significantly ($F(1,17) = 18.9, p < .001, \eta^2_p = 0.53$), while a significant main effect of Visual Quality or interactions were not found. In the Visual (V) task, audiovisual qualities had no effect on task performance.](image-url)
lines of a dialogue. Main effects and interactions of Task, Auditory Quality, and Visual Quality were coded into the first-level GLM.

All fMRI analyses were performed with surface-projected fMRI data, as our focus was on cortical activation modulations. Moreover, as the present study aimed to examine task-related effects, all contrasts not involving the Task factor (i.e., main effects of Auditory and Visual Quality and the interaction of Auditory and Visual Quality) were left unanalyzed to increase statistical power. Initial cluster forming threshold $z = 3.1$ was used in both analyses, with permuted cluster significance $p < .05$, FDR-corrected across all fMRI comparisons (see Section 5.8, for details).

2.2.1. Task-dependent effects

In the ANOVA contrasting the S and V tasks, the S task was expectedly associated with significantly higher activity in the LIFG and the STG and STS bilaterally, as well as in the occipital regions (Fig. 3, top, red). Contrary to our hypothesis, the S task was not associated with significantly higher activity than the V task in the medial prefrontal regions. Regions showing significantly higher activity during the V task than during the S task were found bilaterally in occipital, superior parietal, inferior temporal, superior frontal, and lingual regions, as well as in the right precentral gyrus, IFG, middle frontal gyrus, and the right precuneus (Fig. 3, top, blue).

In the ANOVA contrasting the S and P tasks, the S task was associated with significantly higher activity in the bilateral medial prefrontal cortex, as well as in the bilateral angular gyrus (AG) and adjoining inferior parietal regions, parahippocampal gyrus, and the posterior cingulate cortex (PCC), and in the right anterior temporal lobe (ATL) and right occipital cortex (Fig. 3, middle, red). Regions with significantly higher activity during the P task than during the S task were observed in a large cluster encompassing parts of the LIFG, left inferior frontal sulcus (LIFS), left PreCG, and left insula. Activity during the P task was also observed in the left posterior STG/STS and left inferior temporal gyrus (ITG), bilateral parietal and superior medial frontal regions, and right precentral, inferior and middle frontal regions,insula, and retrosplenial cortex (Fig. 3, middle, blue). Contrary to our hypothesis, the P task was not associated with significantly higher activity than the S task in AC regions of the anterior STG.

In the ANOVA contrasting the P and V tasks, the P task elicited significantly higher activity in a large cluster in the LIFG and LIFS, and in the bilateral STG and STS, as expected. Activity was also observed in the left insula, left postcentral/supramarginal gyrus, left medial superior frontal region, and in the occipital regions bilaterally (Fig. 3, bottom, red). Clusters with significantly higher activity during the V task than during the P task were found bilaterally in occipital and parietal regions, ITG, superior and anterior prefrontal areas, the lingual gyri, precuneus, and in the right superior PreCG (Fig. 3, bottom, blue).

To illustrate regions that were more strongly activated by both of two different tasks as compared to the remaining task (e.g., regions where both $S > V$ effects and $P > V$ effects were significant), a conjunction image was formed based on the results observed in this analysis (Fig. 4). Areas with higher activity during the S and P tasks than during the V task
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Fig. 3. Main effects of Task were observed in widespread regions of the brain in all three task comparisons (initial cluster forming threshold $z = 3.1$, permuted cluster significance $p < .05$, FDR-corrected across all fMRI comparisons). In the top row, red/yellow denotes areas with significantly higher activity during the Semantic (S) task than during the Visual (V) task, and blue/white denotes the opposite effects. In the middle row, red/yellow denotes areas with significantly higher activity during the S task than during the Phonological (P) task, and blue/white denotes the opposite effects. In the bottom row, red/yellow denotes areas with significantly higher activity during the P task than during the V task, and blue/white denotes the opposite effect.
overlapped in the bilateral STG and STS, LIFG, and occipital regions (Fig. 4, yellow). When contrasted with the S task, the P and V task activated overlapping areas in the right precentral region, MFG and IFG, as well as in superior medial frontal regions, bilateral intraparietal sulcus, and in the left ITG (Fig. 4, orange). When contrasted with the P task, the S and V tasks activated overlapping areas bilaterally in the superior frontal, inferior parietal and occipital regions, as well as in the left PCC and right parahippocampal area (Fig. 4, red).

Clusters with significant interactions between Task and Visual Quality were found in the ANOVA with the S and V tasks and in the ANOVA with the P and V tasks; these clusters were located in the visual areas of the occipital cortex, which are not of essential importance to the research questions of the present study; therefore, they are not discussed further here (see Electronic Supplementary Materials for result images). No significant Task \( \times \) Auditory Quality or Task \( \times \) Auditory Quality \( \times \) Visual Quality interactions were found.

2.2.2. Activations in the OFC

Based on our earlier experiments (Leminen et al., 2020; Wikman et al., 2021), we hypothesized that the OFC would be most strongly engaged by the S task. A region-of-interest (ROI) analysis was performed to test this hypothesis. The ROI was defined based on the cortical parcellation of Yeo and colleagues (Yeo et al., 2011), from where the medial orbitofrontal region was selected from each hemisphere (Fig. 5; cortical network ‘17Networks_10’ in the parcellation). This ROI approximately encompasses the OFC activations observed in the S \( \times \) V contrast in the studies by Wikman and colleagues (2021) and Leminen and colleagues (2020). A 3 \( \times \) 2 \( \times \) 2 repeated-measures ANOVA with factors Task, Visual Quality, and Auditory Quality was performed on the percent signal change values obtained from this ROI (averaged over the two hemispheres). The main effect of Task reached statistical significance (\( F(2,16) = 3.30, p = .049, \eta_p^2 = 0.16 \)), while the main effects of Visual and Auditory Quality and interaction effects did not (although the interaction between Task and Visual Quality approached significance, \( F(1,17) = 2.95, p = .066; \) for all other effects \( F(1,17) < 1.17, p > .30 \)). Therefore, the values were averaged across all four Auditory and Visual Quality combinations for plotting (Fig. 5). The plot indicates that the S task was associated with the highest level of activity, whereas the P task was associated with the lowest level of activity.

2.2.3. Modulations in activation levels across the lines of a dialogue

Clusters with significant linear effects were found in all task comparisons. Clusters with significant quadratic effects were found in the contrast including the S and V tasks and in the contrast including the P and S tasks. Clusters with significant linear-quadratic effects were found in the contrast including the S and V tasks and in the contrast including the P and V tasks. No interaction effects were found in this analysis. We describe here only clusters found in regions that are essential to the present research questions (all other results can be found in the Electronic Supplementary Materials). Note that while these results were obtained in comparisons between two tasks, we also extracted and analyzed the activity values of the third task to better understand what the observed effects may relate to.

In the contrast including the P and V tasks, a cluster with a significant linear effect was found in the LIFS/LIFG (Fig. 6, left). As indicated by the plot, during the P task, activity in this cluster was highest for the first
Fig. 6. Effects observed in the linear contrast including the P and V tasks (left) and in the linear contrast including the P and S tasks (right; initial cluster forming threshold $z = 3.1$, permutated cluster significance $p < .05$, FDR-corrected across all fMRI comparisons). The y-axis shows percent signal change ($\pm$SEM) relative to a resting baseline.

Fig. 7. Effects observed in the quadratic contrast including the S and V tasks (initial cluster forming threshold $z = 3.1$, permutated cluster significance $p < .05$, FDR-corrected across all fMRI comparisons). The y-axis shows percent signal change ($\pm$SEM) relative to a resting baseline.
line of the dialogue, with a subsequent decrease during the following lines. To analyze whether the temporal activity profiles in this cluster during the P and S tasks also differed from each other, a $2 \times 6$ repeated measures ANOVA with factors Task and Line was performed. This ANOVA showed significant main effects of Task ($F(1,17) = 107.9, p < .001, \eta^2 = 0.86$) and Line ($F(5,85) = 10.9, p < .001, \eta^2 = 0.39$), as well as a significant Task $\times$ Line interaction ($F(5,85) = 5.0, p < .001, \eta^2 = 0.29$), indicating that the temporal modulations in activity levels during these tasks were different.

In the contrast including the P and S tasks, clusters with significant linear effects were found in the left PreCG/ventral IFs, and in the left supramarginal region (Fig. 6, right). To analyze whether the temporal activity profiles of the P and V tasks also differed from each other in these clusters, $2 \times 6$ repeated measures ANOVAs with factors Task and Line were performed. In both clusters, the main effect of Task was significant (PreCG: $F(1,17) = 19.4, p < .001, \eta^2 = 0.53$; Supramarginal: $F(1,17) = 18.8, p < .001, \eta^2 = 0.53$), with activity being higher during the P task. The main effects of Line were not significant ($F(5,85) < 2.2, p > .067$ in both cases). In both clusters, however, there was a significant Task $\times$ Line interaction (PreCG: $F(5,85) = 6.1, p < .001, \eta^2 = 0.26$; Supramarginal: $F(5,85) = 3.2, p = .01, \eta^2 = 0.16$), indicating differences between the temporal activity modulations in the two tasks.

In the contrast including the S and V tasks, significant quadratic effects were observed in the right medial prefrontal cortex and the PCC (Fig. 7). In these clusters, activity was initially higher during the S task than during the V task, but the difference decreased during the first lines of the dialogue, and then increased again towards the end of the dialogue.

3. Discussion

The present study was designed to examine the neural basis of selective attention to continuous audiovisual speech. The experimental design enabled us to study neural activations related to selectively attending to speech when focusing either on the meaning (S task) or the phonological content (P task) of the attended speech stream, or when ignoring speech altogether and performing a visual control task (V task). To examine interactions between task-dependent effects and speech intelligibility, the tasks were factorially combined with good and poor auditory and visual speech qualities.

3.1. Behavioral performance

The present behavioral results indicate that the participants were able to understand the dialogues and respond successfully to questions related to the semantic content of the dialogues (Fig. 2, left). Contrary to the results of previous experiments (Leminen et al., 2020; McGgettigan et al., 2012; Wikman et al., 2021), auditory and visual speech qualities had no significant effects on performance in the S task. This possibly relates to the fact that unlike the participants of our previous studies (Leminen et al., 2020; Wikman et al., 2021), the participants of the present study practiced the tasks for 1–2 h before the actual experiment (the practice session was arranged to maximize behavioral performance in a shadowing task that was also performed but is not reported in the present study; see Section 5.3). Consequently, the present participants were relatively experienced at listening also to the degraded speech qualities. This may have lead to a ceiling effect in the behavioral scores with regard to the effects of the audiovisual qualities. Nonetheless, in the P task, better auditory quality did significantly improve performance (Fig. 2, middle). Contrary to our hypothesis, better visual quality did not affect performance in the P task either. In earlier research, better visual quality has been associated with better performance in speech tasks especially in situations with poor auditory quality (McGettigan et al., 2012; Perelle and Sommers, 2015; Sunby and Pollack, 1954). The relatively long training session might partially explain why no such effects are seen in the present study. Another possible explanation relates to the fact that the phoneme /r/ is not very visible on the face of a speaker (see, e.g., Files et al., 2015) and, therefore, visual quality most likely helped the participants mainly indirectly through the increased overall intelligibility of speech, enabling the use of secondary detection strategies, such as covert repetition of speech.

3.2. Task and attention-related effects in the STG/STS

Performing different tasks was associated with activity modulations in widespread regions of the brain. As hypothesized, both the S and P tasks were associated with enhanced activity in the STG and STS, as well as the LIFG and occipital areas (Fig. 3, top and bottom; Fig. 4, yellow). Previous research has implicated these areas in many aspects of speech and voice processing, such as mapping between auditory and conceptual information (Hickok and Poeppel, 2007; Rauschecker and Scott, 2009) and audiovisual integration (Jääskeläinen, 2010; Venezia et al., 2017), as well as in selective attention to speech and voice (Alho et al., 2014, 2006; Hill and Miller, 2010; Wikman et al., 2021). The present study corroborates and extends earlier findings by showing that these regions are involved in selective attention to continuous speech regardless of whether it is the meaning or the phonological content of speech that is focused on.

Previous research has implicated the anterior and posterior portions of the STG in phonological processing (Leonard and Chang, 2014; Mesgarani et al., 2014; Turkeltaub and Branch, 2010), and task-dependent activity modulations related to phoneme discrimination have also been shown in these regions (Harinen and Rinne, 2013). Therefore, we expected the P task to engage these regions even more than the S task. In the anterior STG, we found no support for this hypothesis, suggesting that task-specific activations in the anterior STG may not be as prominent when attending to naturalistic stimuli. However, this cannot, of course, be conclusively determined based on the present results. In the left posterior STG/STS, the P task was associated with higher activity than the S task. This result is possibly related to our hypothesis regarding the role of the dorsal stream of speech processing in the P task, which is discussed below (Section 3.4.).

In our previous study with a setting similar to the present one (Wikman et al., 2021), activity modulations across the lines of a dialogue were observed in the STG and STS so that activity first increased for the first half of a dialogue, and then decreased toward the end of the dialogue. In that study, we hypothesized that this modulation might reflect the process of gradual automatization of task-performance: at first, all neuronal networks are recruited that might be useful in performing a given task (possibly with the help of top-down control from frontal regions; see Section 3.3. below), but gradually, the most efficient mechanism is arrived at, and less useful neuronal activations are pruned out (see also Kilgard, 2012). In the present study, no significant activity modulations were observed in the STG/STS. While this may relate to statistical power, as we had fewer data per task in the present study than in the previous one (Wikman et al., 2021), it should also be noted that the result is consistent with the above-mentioned ‘efficiency hypothesis’, too. As stated earlier, the present participants practiced the tasks more extensively than the participants of our previous study, which may have lead to less prominent activity levels and their modulations. Moreover, in the previous study, there was a non-significant trend toward the STG/STS activation decreasing from the first to the last run, consistent with the hypothesis that the use of neural resources becomes more efficient with more practice (note also that this effect was most likely not due to fatigue, as indicated by behavioral performance; see Wikman et al., 2021, Supplementary Materials).

3.3. Effects in the frontoparietal regions

Studies on selective attention to simple sounds, such as tones and single syllables, have found attention-related activations in the frontoparietal network. These activations have been proposed to be associated
with maintaining selective attention (Alho et al., 1999; Degerman et al., 2006; Salmi et al., 2007; Zatorre et al., 1999). It would seem reasonable to expect these regions to show activity also when maintaining selective attention to continuous speech in the presence of other, task-irrelevant speech streams, but this seems not to be the case (Alho et al., 2006, 2003; Leminen et al., 2020; Wikman et al., 2021). It has been suggested that this pattern of results may relate to the fact that selectively attending to speech is something most humans rehearse throughout their lives (Alho et al., 2006), which is likely to diminish the need for cognitive control in performing the task (Chein and Schneider, 2012).

The results of the present study corroborate this view in that no DLPFC or parietal activations were observed during the S task when compared with the other tasks. On the other hand, both the P and V tasks did engage these frontoparietal regions when compared with the S task, especially in the right DLPFC and left parietal regions (Fig. 3, top and middle; Fig. 4, orange). It should be noted that similar activations have also been observed in response to increasing working memory (WM) load (Enoch et al., 2019; Manoach et al., 1997). However, it seems unlikely that the WM load would be a decisive factor in accounting for the DLPFC and parietal activations observed during the P and V tasks, because updating and maintaining a single number in WM (i.e., the number of task-relevant occurrences) is a relatively low-load WM task (cf. Manoach et al., 1997). Moreover, the S task also included a WM component (i.e., keeping in mind what was said in the dialogue), although the load imposed by the S task is harder to quantify. Thus, our results are in line with the view that the frontoparietal processes may not be as crucial when selectively attending to the meaning of continuous speech as in maintaining selective attention in less naturalistic situations.

Frontal and parietal regions may still contribute at the initial stages of tuning in to the speaker or speakers, or to the task at hand, or both (Hill and Miller, 2010; Näätänen, 1990; Wikman et al., 2021). In our previous study (Wikman et al., 2021), a frontal network including the bilateral inferior frontal gyri and premotor regions was observed, where activity was high at the beginning of a dialogue and decreased toward the end. These regions were termed the ‘primary control network’, in line with the hypothesis that they orchestrate and facilitate processing in sensory regions. It was suggested that these processes are required especially at the initial stages of the task, and that activity then decreases as processing in the sensory regions becomes more independent. Accordingly, as discussed above (Section 3.2.), activity in the sensory speech regions was observed to increase throughout the first lines of the dialogue, possibly reflecting top-down influences from the frontal regions, and then decreased subsequently (Wikman et al., 2021). The present study did not replicate these results with the linear, quadratic, or linear-quadratic contrasts including the S and V tasks. However, in the linear contrast including the P and V tasks, a cluster in the LIFS/LIFG was observed, where activity during the P task was high at the beginning of a dialogue, and then decreased subsequently (Fig. 6, left). During the S and V tasks, activity levels in this cluster were lower overall and did not undergo such modulations. The cluster observed here partially overlaps with the ‘primary control network’ of Wikman and colleagues (2021), and the result might reflect the top-down control processes postulated there. That is, this region could be involved in control processes that help guide processing in the sensory regions in a task-dependent manner, with activity decreasing as processing in the sensory regions becomes more automatized. That the present participants practiced the tasks more extensively than the participants of Wikman and colleagues might partially account for why the effect was not seen during the S task, but was seen during the more novel P task. Additionally, more extensive practice might also explain why the effect in the present study was observed with a linear contrast, whereas previously (Wikman et al., 2021), it was observed with a linear-quadratic contrast (i.e., in the previous study, activity was observed to persist on a high level for a longer time at the beginning of a dialogue).

While the observed LIFS/LIFG modulations may reflect frontal top-down control processes, as discussed above, it should also be noted that the observed LIFS/LIFG cluster partially overlaps with the dorsal stream regions of Hickok and Poeppel (2007). Moreover, this region has multiple proposed functions, including, for example, phonological working memory (Bohland and Guenther, 2006; Papoutsi et al., 2009). Therefore, a complementary interpretation to these results can be given in the context of the dual-stream theory of speech processing (Hickok and Poeppel, 2007).

3.4. Effects in dorsal stream regions

The P task was designed to require sub-lexical processing while selectively attending to continuous speech. We expected this task to engage areas in the dorsal stream of speech processing, which is suggested to connect the left AC regions with inferior frontal and premotor regions via the posterior STG and IPL. The dorsal stream is proposed to have a role in mapping between auditory and motor speech representations (Frideriksson et al., 2016; Hickok and Poeppel, 2007; Mugler et al., 2018; Rauschecker and Scott, 2009), but its role in normal speech perception is debated (Schomers and Pulvermüller, 2016). It has also been proposed that the dorsal stream regions participate in speech processing in a compensatory manner when speech is degraded or overlaid with noise (Du et al., 2014; Oones et al., 2011; Wild et al., 2012). The present study found no support for this hypothesis, however, as interactions between task and the audiovisual qualities were not found. As expected, the P task was associated with higher activity than the other tasks in the left posterior STG/STS, as well as in the posterior LIFG and LIFS (Fig. 3, middle, bottom; Fig. 6, left). This result is consistent with the hypothesis that these regions are especially recruited during sub-lexical processing. In left ventral premotor regions, the P task was associated with higher activity than the S task in areas 6r and 6v, whereas activations in this region were less extensive when contrasting the P task with the V task (for the anatomical labels, see Glasser et al., 2016). This result was somewhat surprising, as we expected that the left premotor regions would be especially engaged by sub-lexical processing, and would therefore show higher activity during the P task when contrasted with either of the other tasks. We hypothesize, a posteriori, that this result relates to common cognitive processes involved in performing the P and V tasks. In particular, both tasks involved detecting occurrences of task-relevant events in a continuous stimulus stream, as well as mentally counting these occurrences, and maintaining the number in WM. Relatedly, the P and V tasks engaged partially overlapping areas in the right precentral and dorsal medial frontal regions, as well as in bilateral parietal regions (Fig. 4, orange), and previous fMRI research has implicated a similar network of areas to be active during target detection in both auditory and visual modalities (Stevens et al., 2000; Yoshiura et al., 1999). Moreover, mental calculation has also been associated with activation in the premotor regions (Kansaku et al., 2007; Kansaku et al., 2006; Tschantz et al., 2012). These findings may partially account for the overlapping activations during the P and V tasks, and the fact that in the block-level analyses, the left premotor cortex was not more activated by the P than by the V task.

When contrasted with the V task, the P task showed higher activity at the border of the superior temporal and inferior parietal cortices, as well as in the ventral postcentral gyrus (Fig. 3, bottom). The former cluster likely partially coincides with area Spt of the dual-stream model of Hickok and Poeppel (2007, 2004), which is proposed to function as an audiomotor interface. The latter cluster is at least partially located in the secondary somatosensory cortex (SII; area OP4 and PF opecular), possibly coinciding with somatotopic representations of the orofacial area (Matelli and Luppino, 2001; Sanchez Panchuelo et al., 2018; note, however, that since we had no functional localizers in the present study, we cannot be sure about the exact somatotopic location of this activation). This region has been implicated in aspects of articulation and phonological working memory (among other things; Binkofski et al., 2020).
3.5. Effects in regions associated with social and semantic cognition

In our two previous experiments with an experimental setting similar to the present one, selective attention to continuous audiovisual speech was associated with activation in the angular gyrus (AG), anterior temporal lobe (ATL), PCC, and OFC (Leminen et al., 2020; Wikman et al., 2021). The AG and ATL have been suggested to act as ‘semantic hubs’ that receive and integrate inputs from various parts of the brain (Binder et al., 2009; Jefferies, 2013), while the PCC is implicated in a wide variety of functions including memory and aspects of attentional regulation (Leech and Sharp, 2014). That these regions showed activation while the participants viewed meaningful continuous audiovisual speech was, therefore, not surprising. Activation in the OFC was somewhat unexpected, however. Evidence suggests that this region has a role in semantic and social cognition (i.e., the processing of affective information, moral judgments, and theory of mind; Adolphs, 2009; Alcâla-López et al., 2019, 2019; Mitchell et al., 2006), but it has not been consistently implicated in studies on speech processing. Moreover, the stimuli of our studies (i.e., the audiovisual dialogues) were deliberately written to be emotionally neutral, as possible, and the tasks only related to the semantic content of speech, not any specifically social aspect of the situation (e.g., speakers’ emotions or relationship). It seems unlikely that the OFC activity could be completely explained by semantic processing either, because in our other previous studies, no activity in these regions was observed while selectively attending to continuous speech and focusing on its meaning (Albo et al., 2006; Alho et al., 2003). In these studies, however, the speech stimuli were spoken by one speaker only, and the speech was presented only auditorily. In our recent study (Wikman et al., 2021), we also tested the hypothesis that the OFC activations would be affected by the semantic and social coherence of an audiovisually presented dialogue (i.e., whether or not the lines of the attended dialogue formed a coherent conversation), but no OFC modulations related to this manipulation were observed. We therefore put forth the hypothesis that it might be the mere audiovisual presentation of the dialogues that enhances social engagement and recruits the OFC.

One of the aims of the present study was to assess whether activity in the OFC is modulated by the task type even when both tasks involve viewing and attending to audiovisual speech. Contrary to our expectations, the whole-brain analysis contrasting the S and V tasks did not replicate our previous results (Leminen et al. 2020; Wikman et al., 2021) regarding activation in the OFC (Fig. 3, top). However, in the contrast between the S and P tasks, the OFC (along with other medial prefrontal areas) did show significantly higher activity during the S task than during the P task (Fig. 3, middle). The reason for the contrast between the S and V tasks not replicating our previous results probably relates to statistical power, as we had fewer fMRI data per task in the present study than in our previous ones. An ROI analysis in the OFC nonetheless found a significant main effect of Task, with the S task being associated with the highest level of activity, and the P task with the lowest level (Fig. 5). This finding shows that the task performed by a listener affects activations in this region even when both tasks involve attentive processing of audiovisual speech. Higher OFC activation during the V task than during the P task might be due to the participants having covertly processed the content of the dialogues to a larger degree during the V task, as it was arguably easier than the P task (Fig. 2). This might also explain the pattern of present results observed in the AG, right ATL, and PCC, where the AG was associated with higher activity than ATL and PCC (Fig. 5, middle), but not with higher activity than the V task (Fig. 3, top), contrary to our previous results (Leminen et al., 2020; Wikman et al., 2021). It should be noted, that the mPFC regions, as well as the PCC and AG, are also implicated as important nodes in the default mode network (DMN; Buckner and D’al Nicula, 2019). Therefore, it could be argued that lower activation during the more demanding P task reflects suppression of DMN processing. However, it seems unlikely that suppression related to task difficulty would entirely explain this pattern of results, as the V task...
was the easiest task, and still not associated with higher activity than the S task in these regions. Future experiments could nonetheless test this hypothesis by systematically varying the difficulty of the control task performed while viewing socially engaging stimuli.

In the quadratic contrast with the S and V tasks, significant effects were observed in the right mPFC and the right PCC (Fig. 7). This indicates that the time course of activity during the S task was different than that during the V task, even though block-level effects were not observed in these regions. The mPFC cluster observed in this quadratic contrast is mostly distinct from our OFC ROI. However, the medial prefrontal regions also outside the OFC, as well as the PCC, have been implicated in aspects of social cognition (Bzdok et al., 2013; Leech and Sharp, 2014); these functions are, therefore, one possible factor accounting for the activity modulations observed here. The temporal profiles of activity modulations across the different tasks in the mPFC and PCC clusters are somewhat complex (Fig. 7). During the S task in both clusters, activity is high in the beginning of a dialogue, decreases subsequently, and then rises again. In the mPFC during the V task, activity seems to be low in the beginning, and then rise to approximately constant levels for the rest of the dialogue, whereas activity during the P task seems to remain approximately constant throughout the dialogue. In the PCC, the temporal profile of activity during the V and P tasks is somewhat similar to the mPFC, although not quite as clear-cut. The initially low but subsequently rising activity profile of the V task could reflect initial suppression of processing in these regions, with the subsequent increase in activity possibly correlating with task-performance becoming more automatized (e.g., more resources can be allocated to processing the dialogue, although it was to be ignored and is task-irrelevant during the V task). During the S task, on the other hand, high activity at the beginning with a subsequent decrease might be related to the above-mentioned ‘efficiency hypothesis’, although it is less clear why activity then returns to higher levels.

### 3.6. Limitations of the present study

There are certain aspects of the tasks that were not controlled for in the present experimental setting. For example, the P task was arguably more difficult than the other tasks, which may complicate the interpretation of some of our results. Note, however, that degrading the auditory quality of speech was also associated with increasing task difficulty in the P task (Fig. 2), but no interactions of Task and Auditory Quality were observed in the fMRI results. This speaks against any strong influences of task difficulty, as effects related to audiovisual quality would have been expected to be seen during the S and P tasks, but not during the V task.

Attention skills vary from person to person, possibly resulting in increased between-participant variation in our results. Due to the relatively low number of participants, however, analysis of individual differences would not have been feasible in the present study. Thus, individual differences in attention skills were not assessed with any standard psychological test, nor were they taken into account in the analyses. Moreover, the present design did not assess effects related to talker adaptation or normalization (i.e., how the perceptual processing of speech is adapted to specific speakers), which are known to influence speech processing during an artificial experimental task performed on the same stimuli (i.e., P task). Yet, it must be acknowledged that the S task, even in the good auditory and good visual condition, is not natural when compared with everyday speech processing situations. While we still believe the ecological validity of the S task to be relatively high when compared to many brain imaging studies on speech processing, it remains for future studies to determine the extent to which even this sort of experimental setting suffers from effects introduced by the artificial nature of the situation.

### 4. Conclusions

The present study examined the neural basis of selective attention to continuous audiovisual speech in the presence of task-irrelevant speech. The participants either focused on the meaning or on the phonological content of the attended speech stream, or ignored speech altogether. The observed task-dependent modulations indicate that selective attention to speech mostly relies on areas involved in the processing of speech in quiet as well, such as the STG, STS, and LIFG. Frontoparietal systems involved in attentional control may not be critical in sustaining selective attention in more ecologically valid speech listening conditions, although they may be recruited to a larger extent in more novel tasks, and particularly at the beginning of task performance. Regions in the dorsal stream of speech processing, as well as in the secondary somatosensory cortex, were found to be especially engaged by the P task, with distinct temporal profiles during the different tasks also indicating task-dependent differences in how the processes unfold during the time course of a dialogue. While these results do not demonstrate that the dorsal stream regions have no role in normal speech perception, they are consistent with the idea that these regions are especially activated when processing the sub-lexical aspects of speech (Hickok and Poeppel, 2007). The present study further shows that activity in the OFC is modulated by the task performed by a listener during attentive processing of audiovisual speech, corroborating previous research suggesting that this region has a role in social cognition. In conclusion, the present results demonstrate that the neural mechanisms of speech processing and selective attention to speech are strongly modulated by the task performed by a listener. This encourages the use of as ecologically valid experimental settings as possible, if the goal is to understand speech processing as it occurs in everyday contexts.

### 5. Materials and methods

#### 5.1. Participants

Nineteen participants were recruited from the University of Helsinki mailing lists to take part in the study. One participant was excluded from all analyses due to a technical error in data collection, resulting in a total n of 18 participants (9 females, mean age 25.6 years, range 19–39 years, all university students). All participants were healthy native Finnish speakers who had self-reported normal hearing, normal or corrected-to-normal vision (in which case they wore contact lenses during the fMRI session), and no self-reported history of psychiatric or neurological disorders. All participants were right-handed as verified by the Edinburgh Handedness Inventory (Oldfield, 1971). The participants gave written consent and were monetarily compensated for their time. The experimental protocol was approved by the University of Helsinki Ethical Review Board in the Humanities and Social and Behavioral Sciences, and the study was conducted in accordance with the Declaration of Helsinki.

#### 5.2. Stimuli

Audiovisually presented dialogues between a female and a male speaker were used as stimuli. The dialogues were spoken in Finnish by native speakers, and they were about emotionally neutral everyday
topics (e.g., hobbies; see Supplementary Table 2 for an example of an entire dialogue). The videos were created for a previous study, which also describes the process of their creation in more detail (Leminen et al., 2020). Each dialogue consisted of seven lines spoken alternately by the two speakers. The gender of the first speaker varied from one video to another. The dialogue lines had an average duration of 5.4 s (range 4.9–6.1 s) and were always followed by a pause (mean duration 3.4 s, range 2.9–3.9 s). This resulted in a total duration of approximately one minute per dialogue (range 55–65 s).

For the dialogues to require selective attention to the speech of the two speakers, passages from an audiobook (a Finnish translation of The Autumn of the Middle Ages, by Johan Huizinga, originally published in 1919) were added to the background of the videos as an auditory distractor. The audiobook was spoken in Finnish by a female native Finnish-speaking actor, and is distributed freely by the Finnish National Broadcasting Company (Yleisradio, YLE; https://areena.yle.fi/1-3529001). The pitch of the voice of the audiobook’s speaker was lowered to an average of 0.16 kHz for it to be clearly distinguishable from both speakers’ voices (with F0 frequencies around 0.12 kHz and 0.2 kHz, for the male and female speaker, respectively), and it was low-pass filtered with a cut-off of 5 kHz (for details, see Leminen et al., 2020). The volume of the audiobook was attenuated by 3 dB in comparison to the attended dialogues.

The intelligibility of the attended speech streams was manipulated by noise-vocoding (Shannon et al., 1995). In noise-vocoding, the amplitude envelopes of a speech stream are used to modulate white noise in logarithmically divided frequency bands. The intelligibility of noise-vocoded speech depends on the number of frequency bands used (Davis and Johnsrude, 2003). In the present study, to retain information on the gender of the speakers, the fundamental frequencies (F0; < 0.3 kHz) of the speech streams were left intact, while frequencies from 0.3 to 5 kHz were noise-vocoded on two levels (4 bands vs. 16 bands) using Praat (version 6.0.27; Boersma, 2001); bandwidth frequency boundaries the 4 frequency bands in kHz: 0.300, 0.684, 1.385, 2.665, 5.000; bandwidth frequency boundaries for the 16 bands in kHz: 0.300, 0.376, 0.463, 0.565, 0.684, 0.822, 0.982, 1.168, 1.385, 1.637, 1.929, 2.269, 2.665, 3.124, 3.658, 4.279, 5.000; for further details, see Leminen et al., 2020). This manipulation resulted in two auditory qualities, one with relatively poor intelligibility and the other with good intelligibility. Intelligibility was measured in a separate behavioral pilot experiment by having participants (n = 5, not included in the actual experiment) listen to the audio track of the attended speech stream line by line and transcribe what they heard. Performance was assessed by calculating the number of words correctly transcribed per auditory quality condition. In the 4 bands condition, on average 76.4% of words were correctly transcribed (SD = 10.3%), whereas in the 16 bands condition, on average 98.5% of words were correctly transcribed (SD = 18.6%; for more details, see Leminen et al., 2020). The amount of visual information available in aiding speech processing was also varied on two levels. This was accomplished by masking the faces of the speakers with visual noise (for details, see Leminen et al., 2020). In the poor visual condition, the faces were almost completely masked by noise, whereas in the good condition there was very little noise (Fig. 1).

A light gray box containing a fixation cross was added below the face of each speaker in all videos (for purposes of the V task; see Fig. 1). At the beginning of each dialogue video, only one cross was present, and it was placed on the side of the speaker who would utter the first line. The cross below the face of the other speaker faded in 1500 ms after the start of the first line. 500 ms after the end of each line, the fixation cross below whoever had been speaking faded out. The cross that faded out then faded back in 1500 ms after the next line started. Fading in instead of the cross rotations was matched to the number of occurrences of /r/ in the dialogues.

5.3. Tasks

In the experimental session, the participants performed five different tasks: 1) a Semantic (S) task, 2) a Phonological (P) task, 3) a Visual (V) control task, 4) a Shadowing task, and 5) a Motor control task. In the shadowing and motor control tasks (to be reported elsewhere), the participants immediately repeated the speech of the speaker that was of the same gender as the participant (shadowing task) or counted out loud numbers whenever the same-gender speaker was speaking (motor control task). The participants were instructed to ignore the audiobook during all tasks. The fixation crosses were present in all conditions, but the participants were instructed to ignore the crosses in all but the V task. An example of a full dialogue, along with questions related to the S and P tasks can be found in Supplementary Table 2.

In the S task, the participants were instructed to watch and listen to the dialogue and direct their gaze to whoever was speaking (unavoidable eye movements were allowed to keep the situation as realistic as possible). After the presentation of each dialogue video, the participants answered seven ‘yes’/’no’ statements relating to the content of the dialogue. The statements concerned the semantic content of each of the seven lines in the dialogue (e.g., ‘One of the speakers had attended a concert’) and were presented in order of the lines they concerned.

In the P task, the participants were instructed to listen to the two speakers and search for the phoneme /r/ in the speech stream, the number of which they reported after the dialogue. The reporting was done with seven yes–no statements of the form ‘There were x occurrences of /r/ in this dialogue’, with x being ‘1–2’, ‘3–4’, ‘5–6’, ‘7–8’, ‘9–10’, ‘11–12’, and ‘13–15’, presented in this order. The participants were to press ‘yes’ to the statement with the number interval that contained the number they had counted, and ‘no’ to other intervals. They were also instructed that if they were unsure about the number, they could press ‘yes’ to several statements. The number intervals were determined based on the constraints that the number of /r/s in the dialogues was always between 1 and 15, and the number of the yes–no statements was set to seven across all tasks.

In the V task, the participants were instructed to focus on the fixation cross that was below the face of whichever speaker was speaking and to ignore the dialogue. Their task was to count how many times the crosses rotated from + to ×, and vice versa. After the dialogue, the number of rotations was reported like in the P task (i.e., statements of the form ‘There were x rotations of the cross’ with x being ‘1–2’, ‘3–4’, ‘5–6’, ‘7–8’, ‘9–10’, ‘11–12’, and ‘13–15’, in this order). The cross that was below the face of the speaker not speaking at any one time was not to be attended and never rotated, and the fading out of the cross that was fixated on as a line ended acted as a cue for the participants to shift their gaze onto the other cross. To match the number of task-relevant events across the V and P tasks, the number of cross rotations was matched to the number of occurrences of /r/ in the dialogues.

5.4. Procedure

One or two days before the fMRI session, all participants underwent a training session of approximately one hour. The purpose of this session was to maximize behavioral performance in the scanner by familiarizing the participants with the tasks, as the P and shadowing tasks were deemed somewhat difficult. In the training session, the participants first received instructions concerning the stimuli and the tasks, after which they practiced performing the tasks on a laptop. A set of six videos separate from those used in the actual experiment were used as training stimuli. Of the videos used in the training session, five were ‘shuffled’ dialogue videos in which the dialogue lines did not form a coherent conversation (these videos were also used in the motor control task not
reported here; see Wikman et al., 2021, for details on the shuffled videos).

The experiment consisted of two runs, both including 20 dialogue blocks. The blocks consisted of one instance of each of the five tasks in each of the four audiovisual quality combinations. The order of tasks within each run was randomized. For all tasks except the motor control task, the dialogue videos were selected from a pool of 36 dialogues originally created for a previous experiment (see Leminen et al., 2020), and they were randomly paired with the tasks. The same dialogue video was never presented more than once within a run.

Before the presentation of each dialogue, instructions on which task the participant was to perform next appeared on the screen. A quiz followed immediately after each video, consisting of seven yes–no statements shown for 2 s each, to which the participants were instructed to answer by pressing a button with their right index finger for ‘yes’ and with their right middle finger for ‘no’. After the statements, feedback on performance was shown (i.e., how many questions out of 7 they answered correctly). The stimulus videos were presented on light gray background. The length of a block was always 85 s, which consisted of 1) instructions (2 s), 2) a gray screen with a fixation cross indicating which speaker would speak first (2–12 s), 3) the dialogue video (55–65 s), 4) a quiz (14 s), and 5) feedback (2 s). The audiobook clips started randomly 500–2000 ms before the video onset and stopped at video offset. A rest block of 40 s occurred between the 10th and 11th blocks. During the rest block, the participants were to look at a small fixation cross in the middle of the screen.

The experiment was controlled using Presentation 20.0 (Neurobehavioral Systems, Berkeley, CA, USA). Stimulus videos were presented with a mirror mounted on the head coil. The approximate size of the video in visual angles was 26° horizontally and 15° vertically, from a viewing distance of approximately 38 cm. Sounds were delivered binaurally through earphones including canal tips that also acted as earplugs (Sensimetrics Model S14; Sensimetrics, Malden, MA, USA). The intensity of the sounds was determined individually so that it was pleasant but loud, approximately 80 dB SPL at the tip of the earphone. Scanner noise (approximately 102 dB SPL, as measured in the head coil) was further attenuated with viscoelastic mattresses around and under the head of the participant inside the coil, and by the earplugs. Verbal responses during the shadowing and motor control tasks (not reported here) were recorded with a noise-canceling MRI safe microphone (FOMRI II, Optoacoustics Ltd., Or-Yehuda, Israel) that was attached to the head coil and reached in front of the mouth of the participant.

5.5. fMRI data acquisition

fMRI imaging was carried out using a 3 Tesla Magnetom Skyra whole-body scanner (Siemens Healthcare, Erlangen, Germany) with a 20-channel head coil. Two functional runs of 703 volumes were acquired per participant, except for the first two participants for whom the runs consisted of 714 volumes (the excessive 11 volumes at the end of a run were deleted for the rest of the participants). Functional data consisted of 43 oblique axial slices of T2*-weighted echo-planar images (EPI; TR 2600 ms, TE 30 ms, flip angle 75°, field of view 192 mm, slice thickness 3.0 mm, 64 × 64 voxel matrix; in-plane resolution 3 mm isotropic). After the functional runs, a high-resolution anatomical image was obtained (MPRAGE sequence, 176 × 256 × 256 voxel matrix, in-plane resolution 1 mm isotropic). Simultaneous electroencephalography (EEG) was recorded from all participants during the fMRI session using a 32-channel MR compatible EEG cap (Braincap MR 32-ch, Easycap, Herrsching, Germany) and an MR compatible amplifier (BrainAmp MR plus, Brain Products GmbH, Gilching, Germany). Unfortunately, these data could not be utilized, as after data collection it was noticed that there was a jitter of tens of milliseconds in the fMRI pulse timings, rendering futile our attempts to remove the effects of magnetic artifacts produced by MRI scanning from the EEG data. Note that simultaneous measurement of fMRI and EEG with a low-density EEG cap has little effect on the signal-to-noise ratio of fMRI data in field strengths of 3 Tesla (Mullinger et al., 2008).

5.6. Behavioral data analysis

Percentage of correct answers per dialogue was used as a measure of task performance in the S task. In the P and V tasks, the distance of the participant’s answer from the correct answer was used instead. For example, if a dialogue contained 7 or 8 occurrences of the /r/ sound, and the participant answered that there were 5 or 6 occurrences, the distance from the correct answer was 1. This measure was used because it reflects performance more accurately than the simple number of correct and incorrect answers: detecting 7 out of 10 task-relevant events is better than detecting only 5, which is reflected in the distance to the correct answer but not in the simple number of correct answers to the yes–no questions. Note, however, that chance level performance cannot be simply assessed in the distance measure, as it varies depending on the number of task-relevant events per video. Missing responses were treated as errors in all tasks. In none of the participants were the ‘yes’ responses missing altogether in the P or V task, and the distance could always be defined. Behavioral performance in the S and P tasks was analyzed using separate 2 × 2 repeated-measures ANOVAs conducted with IBM SPSS Statistics 27 (IBM SPSS, Armonk, NY, USA). In these ANOVAs, the two factors were Auditory Quality (poor, good) and Visual Quality (poor, good). The behavioral data for the V task did not meet the assumption of normality of model residuals that repeated measures ANOVA makes. Therefore, whether performance was affected by the auditory and visual qualities in the V task was assessed with the non-parametric Friedman test, also conducted with IBM SPSS Statistics 27 (IBM SPSS, Armonk, NY, USA). The results were visualized with custom-made Python scripts.

5.7. (f)MRI data preprocessing

Preprocessing and first-level analyses of the fMRI data were performed using FEAT (FMRI Expert Analysis Tool) Version 6.00, part of FSL (FMRIB’s Software Library, http://www.fmrib.ox.ac.uk/fsl/). Registration of fMRI volumes to the high-resolution structural image of the participant was carried out using FLIRT (Jenkinson et al., 2002; Jenkinson and Smith, 2001), and preprocessing included motion correction using MCFLIRT (Jenkinson et al., 2002), slice-wise correction, non-brain removal with BET (Smith, 2002), and highpass temporal filtering (with a cutoff of 130 Hz). For all further fMRI analyses, the data were then projected to the Freesurfer average surface space (fsaverage) using the Freesurfer function mri_vol2surf (Fischl, 2012).

5.8. Whole-brain analysis of fMRI data

In the first-level analysis of the whole-brain data, two separate GLMs were formed and fit to the time series data of each voxel in each run. The first GLM consisted of 28 regressors: one for all lines in each combination of task and audiovisual quality (5 tasks × 2 auditory quality conditions × 2 visual quality conditions), and one for instructions, quizzes, and the six basic motion parameters. For group-level analysis, the main effects and interaction terms of three separate 2 × 2 × 2 repeated-measures ANOVA with factors Task (S vs. V, S vs. P, and P vs. V), Auditory Quality (good, poor), and Visual Quality (good, poor), were built into the first-level GLM. This analysis was used to assess block-level effects of task and audiovisual quality on neural activations (Fig. 3).

The second whole-brain analysis was aimed to assess whether activity levels during the different tasks were dynamically modulated across the time course of a dialogue. This GLM included a separate regressor for each dialogue line in each task and audiovisual quality combination, resulting in a total of 148 regressors (7 lines × 5 tasks × 2 auditory quality conditions × 2 visual quality conditions, plus regressors...
for instructions, quizzes, and the six basic motion parameters). In subsequent analyses, only the first six lines of each dialogue were included, because the seventh line was always immediately followed by questions related to the video, which might confound the fit of the model due to a temporal overlap of activations associated with the task during the dialogues and those associated with the quiz. Based on this GLM, contrasts were formed that modeled linear, quadratic, and linear-quadratic trends in the activity differences between two tasks and across the lines of a dialogue. This analysis was again conducted separately for all task pairs (see also Wikman et al., 2021). Main effects and interaction terms (Task × Auditory Quality, Task × Visual Quality, and Task × Auditory Quality × Visual Quality) were built into the first-level GLM to test for these effects in the linear, quadratic, and linear-quadratic contrasts.

In both GLMs, the lines were modeled with a boxcar function starting at the beginning of the line and ending at the end of the line, which was convolved with FSL’s gamma function (mean lag 6 s, SD 3) as the hemodynamic response function. In both analyses, all contrasts not related to the video, which might confound the fit of the model due to a temporal overlap of activations associated with the task during the dialogues, were left unanalyzed in order to increase statistical power, as the main focus of this experiment was in assessing task-dependent effects.

Group-level analyses were performed using Freesurfer version 6.0.0 and a one-sample t-test performed with the mri_glmfit function. Clusters were defined using permutation inference with the initial cluster forming threshold z set at 3.1. Clusters smaller than 50 mm³ were discarded. Statistical significance was inferred based on false discovery rate (FDR) corrected cluster statistics across all fMRI comparisons with a threshold of p < .05 (Benjamini and Hochberg, 1995).

5.9. Region-of-interest analysis of fMRI data

ROI analysis was used to study activity levels in the orbitofrontal cortex, as well as to visualize interaction, linear, quadratic, and linear-quadratic effects observed in the whole-brain GLMs. For the orbitofrontal cortex, the ROI was defined based on the cortical parcellation of Yeo and colleagues (Yeo et al., 2011), from where the medial orbitofrontal region was selected from each hemisphere (Fig. 5; cortical network '17Networks_10' in the parcellation). Percent signal change values from the ROIs were extracted using FSL’s Featquery and plotted using custom-made Python scripts. The signal change was calculated relative to a resting baseline. For the plots of the linear, quadratic, and linear-quadratic effects, percent signal change values were averaged per line over all audiovisual qualities. For 2-way interaction plots (shown in Electronic Supplementary Materials), the percent signal change values were averaged over the non-significant factor (i.e., when plotting for interactions of Task and Visual Quality, percent signal change values were averaged over the poor and good Auditory Quality conditions).
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