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ABSTRACT
Crowdsourcing platforms such as Amazon MTurk provide access to a human workforce that can be given tasks to complete online for a fee. In this article, we review studies in computing education research (CER) that rely on crowdsourcing; we also describe our own experiences of using Amazon MTurk for a CER study. We discuss challenges in recruiting workers with specific backgrounds—such as no programming experience—and considerations in filtering out unreliable research participants. Combining recommendations from the literature with the lessons that we learned whilst conducting our study, we synthesize advice for researchers in CER who are considering crowdsourcing. In our case study, we did not find widespread foul play by crowdsourced workers and, overall, our experiences and the literature suggest that crowdsourced CER is feasible. It is, however, uncertain to what extent crowdsourced data can produce answers that apply to specific educational contexts. More research is needed before definitive conclusions can be drawn about the validity and generalizability of crowdsourced CER.
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1 INTRODUCTION
Crowdsourcing refers to employing an outside workforce, a crowd, to perform a task [17]. A task can be virtually anything from a tiny survey to an immense effort such as creating Wikipedia. Crowdsourcing is particularly suitable for tasks that have a short time span and cannot be automated, and so, require human intelligence. The term can refer to asking volunteers to handle a task but also to recruiting paid workers [13].

Within computing education research (CER), some studies have enlisted students to construct and evaluate context-specific question repositories [9, 11, 24, 30]. Although some work in this vein [25, 31] describes itself as “crowdsourcing”, we distinguish such “student-sourcing” from hiring external workers; we focus on the latter.

Hired workers have been used in CER for purposes ranging from participation in (preliminary) studies (e.g. [6, 33, 35]) to validations of earlier research findings (e.g. [20, 26, 36]).

The findings from using student-sourcing have been encouraging [10, 24], and the existing systems tend to employ a way to rate created content, which makes it possible to filter out poor content over time. Although there is evidence that students and paid workers perform similarly in certain conditions [3], crowdsourced data can be inaccurate or even completely invalid [8, 19]; it has been suggested that up to a third of data from a crowdsourcing platform could have serious quality issues [1]. Relatively little effort has been invested in analyzing the quality of crowdsourced data in CER.

In this article, we review studies in CER that have used fee-based crowdsourcing and describe our own methodological experiences from a CER study whose participants we recruited via Amazon Mechanical Turk. Our overall objective is to provide a methodological overview and a starting point for researchers who are considering crowdsourced data in computing education research.

2 AMAZON MECHANICAL TURK
Amazon Mechanical Turk (MTurk) “is a crowdsourcing marketplace that makes it easier for individuals and businesses to outsource their processes and jobs to a distributed workforce who can perform these tasks virtually” (from https://www.mturk.com/). On the platform, tasks are offered by requesters and completed by anonymous workers. A task’s requester offers a fee for completing the task and monitors the quality of the workers’ responses. The requester may reject responses that they deem unacceptable.

On the MTurk platform, offering a task starts by creating a new project by selecting a customizable template. MTurk’s templates have a wide range of options that vary from simple surveys to sentiment analysis and video-categorization tasks. It is also possible to use a template with a link to an external system, thus enabling tasks to take place outside the MTurk platform itself. Once a template has been chosen, the requester fills in the task properties.

Task properties include: (1) a task description for candidate workers who browse through available tasks; (2) a reward for completing the task and the number of workers who can complete the task; and (3) requirements, i.e., criteria for prospective workers.

MTurk provides a selection of requirements for the task requester to choose from, such as location, age group, employment status, industry, and physical exercise habits. These are typically self-reported by the workers; although some requirements can be verified by MTurk (e.g., U.S. residents are required to provide valid taxpayer information), it is up to the requesters to choose whether
to trust the self-reported information. Importantly and unfortunately for CER, programming experience is not included in these self-reported criteria; researchers need to ask about it separately. In addition to requirements on personal background, MTurk-related requirements may be set, such as requiring workers to have previously completed at least a certain number of tasks or having reached a particular acceptance rate for past tasks.

The requester pays the fees to MTurk in advance. MTurk charges a minimum 20% commission, with an additional 20% if the number of workers is ten or more (as of 2020). Specific requirements for workers can increase the commission further.

The workers remain anonymous even when working with external systems. External systems are expected (but not obliged) to give a unique code to each worker, typically at the task’s conclusion. The worker can enter the code into the MTurk platform to indicate task completion, which the requester can then verify.

3 CROWDSOURCING IN CER

In this section, we review crowdsourced research in CER (broadly construed). Based on the methodology and research foci of the studies, we have grouped them roughly in two categories: surveys and system evaluations. The two subsections below present these categories and are followed by a more general commentary on methodological and data-quality issues that arise from this review.

3.1 Surveys

Many studies on MTurk within and without CER take the form of surveys. MTurk provides templates and a custom XML-based language for constructing surveys. It has also been integrated with popular survey tools such as Qualtrix and SurveyMonkey.

Survey studies in CER include program comprehension studies where workers are expected to predict the output of given regular expressions [5] or programs [15], and perhaps also to assess the difficulty of the task and their confidence in their prediction [15].

A number of studies employed workers in order to identify preferences and consensus; for example, researchers have sought to identify preferences about the order of writing expressions such as new byte[10 + length] and new byte[length + 10] [4], about gradual typing semantics [34], and about specific features in a novel programming language [35].

Survey-like studies have also evaluated the quality of items in computer-constructed question banks [36] and categorized learning resources [7].

3.2 System Evaluations

In system evaluations, workers enter an external system, work with it for a while and then, often, answer a survey. The scopes of evaluations range from full environments and comparisons of environments down to specific features such as hint mechanisms.

In CER, crowdsourced evaluations have explored personified and non-personified feedback [20], labels and visual appearance of objectives [21], and multiple-choice questions with self-explanations in a novice programming environment [23]. Other studies have evaluated the instructional efficiency of visualizations for teaching algorithms [29], assessed approaches for teaching programming [22], and investigated the impact of working in a novice programming environment on adults’ attitudes towards programming [6].

Several studies have evaluated specific system features that support program construction. These features include, for example, next-step hints and textual explanations [26, 27], hints generated from the inputs entered to programs [12], and refactoring support in a visual programming environment [33]. Learner-generated written annotations have been used for constructing tutorials shown to other learners [14].

3.3 Study Designs and Data Quality

The CER papers that we reviewed are studies that use crowdsourcing, not methodological papers about crowdsourcing. In these articles, researchers have not voiced major concerns about, or positioned themselves as being against, crowdsourcing for research purposes. Naturally, researchers who have put in significant effort into designing a study that relies on crowdsourcing are invested in the chosen research approach, which means there is an inherent potential bias in favor of the approach. This may in part explain the lack of negative commentary on crowdsourcing in these articles.

As with much research, it is also unclear here whether the file-drawer effect—not writing up results that contradict researchers’ expectations—has resulted in a publication bias that suppresses researchers’ negative experiences with crowdsourcing. That being said, the reviewed studies do also report some “negative results,” such as identifying that MTurk workers (or programmers in general) should likely not be used for finding a consensus for features of a new programming language [35], and observing that a particular feature of a system developed by the researchers is less efficient than other approaches [22].

Concerns about crowdsourced data quality have been highlighted in studies from other fields. Researchers have suggested that crowdsourced data can be inaccurate or even completely invalid [8, 19]. It has been recently suggested that up to a third of data from a crowdsourcing platform could have quality issues [1] and that many answers to “validity-indicator questions” (e.g., the number of children that the worker has) are obviously faulty (e.g., biologically unrealistic) [8], even when workers were required to have completed at least 50 tasks with an 85% acceptance rate. These concerns arise from studies in which researchers have, e.g., administered a validated personality measure surveys over time and have failed to replicate established findings. A particular concern is that the quality of the responses have reportedly decreased over the years, more recent data sets tending to be worse [8]. Similar concerns have been expressed earlier, too; for example, Kennedy et al. [19] observed an increase in fraudulent responses from particular countries. At the same time, these results may also depend on the task. In a comparison of undergraduate accounting students and MTurk workers, [3] noted that MTurk workers performed similarly to undergraduate accounting students on a task that did not require prior knowledge.

Within the CER studies that we have mentioned above, data-quality issues have largely not been discussed per se. Researchers have added requirements to workers, such as expecting a number of previously completed tasks with a high acceptance ratio. There also seems to be a tendency to trust self-evaluated reports of previous programming experience. In some cases, researchers have deliberately not mentioned the intended target group in MTurk’s task description so as to eliminate self-selection bias; they have then
used only the responses of those workers who report themselves as novices (e.g. [21]).

In regards to whether MTurk was used as the sole source of data, or a complementary one, we saw a variety of approaches. Some of the studies were first conducted with local students, and then used MTurk workers for exploring the validity and generalizability of the findings (e.g. [26, 27, 36]). Others simply used MTurk workers as an additional population (e.g. [12, 34]). Some studies have focused solely on MTurk workers.

Most of the studies paid a fixed amount to each worker. Another approach was to employ workers’ progress as a mechanism for assessing the success of an intervention as well as determining the size of the reward that workers received: Lee and Ko [20] compared personified and non-personified feedback by rewarding workers for each level that they completed in a novice programming environment; the researchers also used level completions as one measure of the efficacy of feedback.

3.4 Summary of Review
As our review demonstrates, crowdsourcing has been used in several ways in computing education research. However, compared to the overall volume of published research it is still relatively rare. The merits and drawbacks of crowdsourcing do not appear to be a major topic of discussion in the CER literature.

4 MTURK IN CER: A CASE STUDY
In this section, we describe experiences from a CER project, focusing on how we crowdsourced data from MTurk.

4.1 Background and Experiment Design
We started designing our experiment in early 2020. Our initial objective was to replicate a particular CER study [28]; we eventually ended up replicating another analysis [18] as well. In addition to the replication having value in itself, we had the secondary goal of learning about conducting CER via MTurk. The present article focuses on the latter goal and the methodological lessons we learned. The replications are discussed in more detail in [37, 38].

The structure of our experiment is shown in Figure 1. The participants first answered a demographic survey, then watched an instructional video on programming (randomly selected from three options), and finished by answering a post-test of program-tracing questions and a few additional survey items. A preceding screening survey was added later, as described in the next subsection.

The post-test included a “validity-indicator question” [8] (akin to a CAPTCHA) for assessing whether the worker had paid attention and was a human; this question asked the worker to think of an instrument and to write instrument’s name and the name’s first and last letter.

The experiment’s overall duration was approximately 45 minutes, which includes 24 minutes of video. The content (i.e., survey, videos, post-test), were implemented on a website hosted at our institution.

Since the experiment was fairly long, we expected that some participants would skip parts and perhaps stop reading survey questions, answering at random. To identify such behavior, we added functionality for monitoring participants’ behavior within our website. This allowed us to analyze whether the participants had answered the questions too fast, i.e., with such speed that they could not have read the questions that they were answering. This meant augmenting the survey, video, and the post-test with data collection facilities: in addition to the survey data itself, we collected metadata including the timestamps and targets of every click in the surveys. We programmatically removed the controls to pause or rewind the video; nevertheless, as a precaution, we logged and timestamped all video-watching events including pauses.

We had initially planned to collect responses from multiple sources: on-campus students, volunteers from certain online communities, and workers on MTurk. However, due to the COVID-19 pandemic, we did not approach on-campus students. In addition, when conducting pilot studies with unpaid volunteers from online communities, we found it difficult to gather substantial numbers of complete data sets given the experiment’s relatively long duration. MTurk thus became the main focus for our study.

4.2 Data Collection on MTurk
As we explored MTurk and sought to identify appropriate options for recruiting beginner programmers, we used several tasks.

In the initial version of our MTurk task, we pruned out unreliable respondents and bots by requiring that most workers have at least 500 completed tasks with an acceptance rate of at least 99%. To avoid (self-)selection bias, we did not disclose specific details of the experiment in the description, i.e., that it was about learning programming. The task had a reward of $7.5 per response, which amounts to approximately $10/h.

Since our objective was to find non-programmers, we chose not to use a pre-test of programming knowledge but asked participants to indicate their prior programming experience. Based on previous research using MTurk for computing education research, we expected that the majority of workers would have little to no programming experience. This expectation was proven wrong. Of the 123 workers who did our initial task, 61 had little to no programming experience (50%) and 47 had at least some experience (38%). The remaining workers (12%) were adjudged to have provided faulty answers or had other issues in their data, perhaps because of having disable JavaScript in their browser.

During data collection, we adjusted these requirements somewhat as we learned about the platform and its use; the initial lowest requirement was 100 completed tasks with an acceptance rate of 98%.
Since many of the initial workers had some programming experience, we needed to reach workers who had as little experience as possible, and MTurk did not offer previous programming experience as an requirement, we chose to create an additional screening survey (as suggested e.g. in [16]). The screening survey was a distinct, very short MTurk task. It was designed to identify potential participants for the primary task. Question topics in the screening survey included previous experiences in playing a musical instrument and computer programming.

We collected screening responses from approximately 1000 workers at $0.50 each. Of these workers, we invited some to participate in the experiment proper. More specifically, we invited everyone who had indicated that they have no programming experience, which was roughly a third of the third of the screening-survey participants.

Finally, we created a new version of our primary task for those workers who had participated in the screening survey and had, in that survey, indicated no previous programming experience. This yielded data from 175 additional workers. When asked again at the beginning of the primary task, 145 of them (again) responded that they had little to no programming experience (83%), 18 (now) stated that they had at least some experience (10%), and the others provided faulty responses or had other issues with data (7%).

In the analyses reported in [37, 38], we focused only on those workers with little to no programming experience. That is, we ended up paying some workers whose data was of limited interest.2

4.3 Observations on Data Quality

Using metadata from the demographic survey, the video, and the post-test, a small proportion of participants could be identified as having provided faulty responses or having other issues in their data. This detection involved semi-automated analysis of log timestamps and manual analysis of the responses, including those entered to the validity-indicator question. Adding the screening survey decreased the proportion of faulty responses and responses with other issues (from 12% to 7%), and helped reach those with no previous programming experience (from 50% to 83%). We did notice, however, that a tenth of the workers had either gained some programming experience in the very short time span between the screening survey and the experiment or answered these two surveys inconsistently.

While previous studies have suggested that even one third of the data collected from MTurk may be faulty (e.g. [1]) and up to 60% of the responses to a validity-indicator question may be invalid (e.g. [8]), our observations are not quite as pessimistic. It is possible that this is in part due to our stricter requirements: compare our 99%-on-500-tasks requirement to the 85%-on-50-tasks discussed by Chmielewski and Kucker [8]. Amazon has also recently increased their efforts in detecting fraudulent activity on MTurk [2]. We went to some trouble to detect faulty responses and consider the proportion of faulty responses that we detected to be acceptable; further improvements to detection would still be welcome, of course.

We note anecdotall that many MTurk workers appear to have used a search engine when a question (after the instructional video) asked them to explain what a variable is in programming. A large proportion of the responses were either direct or almost direct quotes from top search-engine hits. This illustrates that MTurk workers—like other people—search for answers in external sources.

5 DISCUSSION

In this article, we discussed how crowdsourcing platforms (mostly MTurk) have been used in computing education research, and described our experiences of collecting data from MTurk.

In our case study, we tried to reach workers with little to no previous programming experience. This proved to be more challenging than we expected but, in the end, appears to be achievable. We observed that many MTurk workers do have previous programming experience; since MTurk as a platform does not help in gauging that experience, it helps to create a separate screening task for identifying and inviting suitable workers.

Our case study on MTurk was successful in the sense that we did not discover major issues that can be clearly attributed to poor data quality, and so we have managed to conduct two meaningful analyses on our MTurk data set [37, 38]. These experiences, when combined with those from previous crowdsourced studies, suggest that platforms like MTurk are a plausible option for CER. In particular, MTurk provides access to cohorts broader than the typical student body at a university or school, which can be a boon to studies that seek to generalize from classroom and laboratory studies to larger populations. Crowdsourcing remains, however, an underinvestigated area with many potential issues.

Some 10% of the participants responded inconsistently to questions about programming experience in the screening survey vs. the demographic survey at the start of the experiment proper. This discrepancy suggests that data-quality issues exist but not necessarily at an alarming scale; further studies could investigate the reliability of answers to repeated questions on MTurk.

In addition to bots, cheating, and other data-quality concerns, crowdsourced studies on learning, such as ours, are inherently limited in that the study does not take place in a genuine educational context—formal or informal. This has implications for the learners’ motivation and the generalizability of findings from MTurk to classroom contexts.

We outline the following suggestions for computing education researchers. They are in line with similar advice from other fields [16].

- Use MTurk requirements for requiring workers to have completed many tasks with a very high approval ratio. In our case, we (mostly) required that workers had completed 500 tasks with 99% approvals.
- When conducting research that requires that participants are novices, use a screening survey to identify a sub-population that matches the requirements. (A pre-test may also be appropriate, depending on the requirements.)
- When inviting workers to use an external system, track action timestamps to identify workers who may not have behaved honestly (e.g., responding to questions faster than it takes to read the questions).
- In surveys, include at least one “validity-indicator question” for sorting out nonsense and bot-generated data.
- When constructing assessment tasks, do not use questions for which responses can be easily found using a search engine.
Our discussion so far has not considered the ethical aspects of crowdsourcing. A June 2018 article in The Atlantic pointed out that a downside of crowdsourcing platforms, suggesting that they enable a work market where people are paid mere pennies [32]. This broader issue is intangled with the social security systems in the workers’ countries (among other things), but we researchers must nevertheless ask the question of how to attend to this phenomenon when designing for crowdsourced research participation.

6 CONCLUSION

Our review of crowdsourcing in CER shows that this approach is being used by computing education researchers for a number of purposes. Crowdsourcing remains fairly uncommon, however, and the CER community has only begun to look into the opportunities that it presents, the caveats that are inherent to it, and the concerns that arise if studies are not designed with sufficient care. As crowdsourcing seems likely to increase in popularity in the future, CER as a field should be attentive to its strengths and weaknesses.

Together, the literature and the lessons from our case study suggest that there is potential in crowdsourced data. However, attracting a reliable crowd of learners that meet specific criteria—such as a particular level of programming experience—is a practical challenge and requires careful planning. Although we did not find evidence of widespread cheating or bot activity, more research is needed to explore these threats to validity. Moreover, while crowdsourcing provides access to a more diverse population than the typical classroom study, the transferability of crowdsourced findings to classroom contexts is a concern and requires further research.

REFERENCES


