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Abstract
This article presents a method that enables a finite element (FE) model to
remesh itself for updating the geometric changes caused by structural damages,
using computer vision (CV) techniques and geometric analyses. Currently, there
is no mature automatic approach to utilize the information of structural damage
detection (SDD) for structural state awareness. Thus, the purpose of this study is
to automate the pipeline from the accomplishment of SDD to numerical analyses
for fast structural capacity evaluation. CV techniques are used to determine the
shapes and dimensions of both structural components and damages. Geometric
analyses are used to develop the algorithms for automatically deleting, generat-
ing, and splitting the elements of FEmodels for updating the geometric changes.
Experiments are performed on a plate and a C-shaped steel crossbeam of a
bridge to demonstrate the effectiveness of the proposed method and algorithms.

1 INTRODUCTION

The aging civil infrastructures have already become a
serious problem for many countries, which keep threat-
ening public safety and request a large amount of cost for
rehabilitation (ASCE, 2017; MLIT, 2018; VÄYLÄ, 2018).
Thus, the need for quantifying the reserve capacity of
the aging civil infrastructures and investigating their
structural health state is growing rapidly, and such need
boosts the development of structural health monitoring
(SHM) technology to overcome the aging problem of civil
infrastructures. In general, two main steps are required
to estimate the structural capacities of civil infrastructure
in the existing SHM schemes: (1) Identify the damages of
the civil infrastructure, (2) quantify the reserved capacity
of the civil infrastructure via numerical analysis based on
the results of damage identification.
Currently, most of the research in the SHM field

is focused on the first step: Developing the structural
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damage detection (SDD) methodologies with higher accu-
racy and robustness via various approaches, like computer
vision (CV), vibration, natural modes, and strain. For
instance, Rafiei and Adeli (2017, 2018) proposed vibration-
based unsupervised machine learning models for global
and local health condition assessment of structures. Li and
Kurata (2019) proposed amode-basedmethod for assessing
seismic damage on beam-column connections. Vibration-
based damage detectionmethods for highrise buildings are
also developed via signal processing (Amezquita-Sanchez
&Adeli, 2015; Jiang&Adeli, 2007). Sajedi and Liang (2020)
proposed a fully convolutional encoder-decoder neural
network for vibration-based semantic damage segmenta-
tion for large-scale SHM. Comparing the CV-based SHM
systems to the other SHM systems, visual information of
structures is more intuitive since structural behaviors like
displacement, damage, and deformation can be directly
identified from the visual data with certainty. By using CV
algorithms, researchers have already developed several
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measurement methodologies in the SHM systems, such
as the measurement methodologies of displacement
(Dong et al., 2019; Feng & Feng, 2017; Khuc & Catbas,
2017b; Lydon et al., 2019), vibration and natural modes
(Chen et al., 2018; Dong et al., 2019; Khuc & Catbas,
2017a). By now many CV-based SDD methodologies have
also been developed. Especially after the deep learning
(DL) wave in 2015 (LeCun et al., 2015), developing CV-
based SDD methods using DL is in the spotlight of the
researchers’ interests. Many successful DL models have
been proposed for different damage detection tasks (Cha
et al., 2017, 2018; Huang et al., 2018; Jahanshahi et al.,
2017; S. Li et al., 2019; Pan & Yang, 2020; Xu et al., 2019;
A. Zhang et al., 2017, 2019; C. Zhang et al., 2020). Those
DL models can complete SDD tasks in an end-to-end
manner. In other words, if a raw photo is fed into such
a DL model, damage(s) can be detected and presented
as the output without any intermediate steps or human
intervention. Meanwhile, DL models normally show
sound performance in complex engineering scenarios. For
example, when using a moving camera (either on a drone
or a vehicle) to capture images or videos of some structures
(Gopalakrishnan et al., 2018; Lee et al., 2018; Liu et al.,
2020; Salaan et al., 2018), the rapidly changing foreground
and background greatly increase the complexity of image
or video data, which makes DL almost become a standard
solution for SDD tasks. In a word, DLmakes the CV-based
damage detection process simpler and more practical to
use in real-life scenarios.
However, only SDD methods are not sufficient to quan-

tify the structural health states. Questions such as “how
severe the detected damages will affect the functionality of
the bridge” and “how much capacity is left for the bridge
to use” are still rarely answered. If evaluating the residual
loading capacities and identifying the health states of the
structures are the purposes, further developments (step 2
as mentioned) are needed based on the damage detection
results. For instance, prognostics and health management
methodologies (Chiachío et al., 2015, 2019; Cristiani et al.,
2021) were developed based on probabilistic models,
which can account for the model uncertainty and predict-
ing structural remaining life. Currently, the most common
way is manually creating finite element (FE) models and
updating the detected damages to quantify the degradation
of structural capacity, which is very time-consuming and
may delay the awareness of safety risks. Therefore, it is in
high demand to consider the two main steps as a whole
to develop algorithms for automatically updating the FE
model as the digital twin of the real structure, with the abil-
ity to present the health state of the structure in real time.
Nevertheless, such an idea is still at a very early

stage since automatic damage modeling and updating
on existing FE models request the works on damage
identification, quantification, localization, alignment,

meshing of the identified structural damages, and even
further development of FE modeling methods to solve
complex engineering problems (Adeli & Yu, 1995; Yu &
Adeli, 1993). As a start, some studies attempt to utilize CV
techniques such as using 3-D point cloud data to generate
the FE model of the entire structure with tetrahedral solid
elements, where only a set of image data are needed.
Generally, 3-D point cloud data can be obtained either
from images or video data by the structure from motion
algorithms (Agarwal et al., 2011; Schönberger & Frahm,
2016) or laser scanners. Fernandez et al. (2016) created
an FE model of a corroded steel bar by using its 3-D
point cloud data. Castellazzi et al. (2015) proposed a
semi-automatic procedure to transform the 3-D point
cloud data of a building to an FE model and validated the
performance of the generated FE model. Korumaz et al.
(2017) presented an approach to transfer point cloud data
into an FE model for the health assessment of a historical
structure. Clement et al. (2004) developed a workflow to
generate the FE model of a human single-rooted tooth by
using computed tomography (CT) image data. Tajima et al.
(2009) also transferred the CT data of a tooth into an FE
model. Such methods require: (1) Large amounts of com-
putation and processing time; (2) manymanual operations
and interventions; and (3) specific monitoring equipment
or strategy to collect suitable data for point cloud data
generation, which makes such methods difficult to be
fully automatic and infeasible in real-time analysis.
To the best of the authors’ knowledge, using CV tech-

niques for updating the geometric changes caused by dam-
ages on FE models directly is rarely investigated. Ghahre-
mani et al. (2018) proposed amethodusing two sets of point
cloud data (before and after the damage occurs) to detect
the structural damage, quantify the structural change, and
generate a solid model of the damage. By importing the
solid model into an FE mesh generator, tetrahedral solid
elements of the damagewere obtained. Then the FEmodel
of the damage was used to replace the corresponding
region of the FE model. The result is very encouraging
since themethod can update the geometry of the FEmodel
to consider the structural damage. However, the method
requests a point cloud data of the original structure, and
it still needs several manual works to obtain the updated
FE model. These requirements became obstacles to make
the method fully automatic due to the complexity of the
computation of point cloud data.
Point cloud data can well present the depth infor-

mation, which is essential for analyzing the depths of
structural damages on concrete structures. However, if
the structures or structural components (e.g., steel beams,
concrete shells, etc.) are modeled by shell elements in the
corresponding FE models, the depth information could be
redundant in many cases, because the in-depth behavior
is not relevant regarding crack propagation. When there
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F IGURE 1 Architecture of the proposed real-time geometry updating method for finite element (FE) models

are cracks on such structures, the structural damages will
throughout the entire thicknesses of the structures. In the
above cases, there is no need to extract the depth informa-
tion of structures or structural components from the visual
data, and 2-D image data is the best option to capture the
characteristics of the damages and structural components.
Hence, it is necessary to develop amethod to automatically
update the geometric changes for the 2-D structures that
can be simulated with shell elements by using image data.
It can avoid the additional computational consumption
of the point cloud, improve the computational efficiency,
and make it possible to fully automate the procedure of
estimating the remaining structural capacity.
Therefore, toward the goal of real-time damage updat-

ing on FE models, as the initial stage, this study aims to
develop an automatic method to locally remesh FEmodels
for updating the geometric changes of FE models, which
are simulated or partially simulated by shell elements, via
CV techniques and geometric analyses. To automate the
pipeline from the accomplishment of SDD to numerical
analyses for fast structural capacity evaluation, a method
for automatically updating the geometric changes is
proposed. To introduce and validate the proposed method,
the article is organized into four main sections. First,
the background of the research is presented. Second, the
proposed method is described, including the applied CV
techniques and the proposed algorithms for automatic
deletion, generation, and splitting of shell elements.
Third, three experiments are conducted to validate the
performance of the proposed methodologies. Finally, the
paper is finalized with some conclusions and discussions.

2 METHODOLOGIES

2.1 Overview of the method

To achieve CV-based differential remeshing, a method,
as shown in Figure 1, is proposed. The method requests

(1) segmented image data that represent the structural
damages and components and the background, and (2)
an FE model of the structure in an intact (or original)
state. The segmented image can be obtained by training
standard DL models for image segmentation, for instance:
Fully convolutional networks (Long et al., 2015; S. Li et al.,
2019; Narazaki et al., 2020), U-Net (X. Li et al., 2018), or by
using labeling tools. Three algorithms in total, including
the deletion, the generation, and the splitting algorithms
are developed to constitute the main part of the proposed
method.
The pipeline of the proposed method can be summa-

rized into four steps. First, obtain the (1) segmented image
representing the structural damages and components and
the background and (2) the node list (NL) and element list
(EL) of the intact FEmodel. Second, if themonitored struc-
ture is 3-D, decompose the structure or structural compo-
nents in the segmented image into 2-D elements and per-
form the CV algorithms, respectively. Third, based on the
meshing information of the FEmodel and the perspective-
transformed image, use the proposed deletion algorithm to
calculate the elements and nodes that need to be deleted,
and obtain the FE model after deletion. Finally, use the
proposed generation and splitting algorithms to obtain the
FE model after new nodes and elements are generated.
The proposed method aims to be applied to all types of

structures that can be simulated by using shell elements,
for example, C-, T-, I-shaped, hollow steel beams, and so
forth. In real engineering application scenarios, cameras
will be installed to monitor the critical structural com-
ponents, which can be determined by either structural
redundancy analysis (Lin et al., 2017) or engineering
experiences. If any damage is detected by the camera, the
proposed method will use the result of damage detection
for updating the geometry of the corresponding FE model
directly. No doubt that extracting the geometric informa-
tion of structure and damage accurately from image data
is crucial for a successful modeling updating. Therefore,
in actual engineering scenarios, multiple cameras can be
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F IGURE 2 Flowchart of image processing

installed to capture image data of the critical structural
component(s) from different perspectives and positions.
Then by using the image data acquired from the camera
sets, more accurate geometries of structure and damage
can be obtained, compared to the cases using a single
camera for data acquisition.

2.2 CV algorithms

To extract the geometric information of both structural
components and damages from the segmented image,
a series of CV algorithms are applied in the proposed
method. The CV algorithms include (1) color filter design
by extracting a single channel of red green blue (RGB)
images or hue, saturation, value (HSV) color space trans-
form (Smith, 1978), (2) Gaussian smoothing to remove
Gaussian noise from the image after filtering, (3) Canny
algorithm (Canny, 1986) to detect the edges in images, (4)
image dilation and erosion to improve the quality of the
detected edges, (5) contour detection and simplification
algorithms (Ramer, 1972; Suzuki &Abe, 1985) to determine
the areas of both structural components and damages in
the segmented images, and (6) perspective transform to
display the structure and damages with almost undistorted
scales. The flowchart of the CV algorithms is summarized
in Figure 2. Becausemost of the utilized CV algorithms are
standard methods, only contour detection, simplification
algorithms, and perspective transform are introduced in
this article.

2.2.1 Contour detection

Contour is a continuous curve along the boundary of
an object. The contour detection method (Suzuki &

F IGURE 3 Condition of contour following starting point

F IGURE 4 Example of the Ramer–Douglas–Peucker method

Abe, 1985) defines the starting point determination
rule of the border following the outer and hole borders
as shown in Figure 3. By scanning each pixel of an
image from left to right and from top to bottom, the
method can detect contours and find their topological
structures.
Since there are too many redundant nodes in the

detected contour, the Ramer–Douglas–Peucker algorithm
(Ramer, 1972) is applied to simplify the contour with fewer
points and line segments. The algorithm connects the first
and last points of the curve with a straight line, calcu-
lates the distance between all the intermediate points and
the straight line, and finds the maximum distance value
dmax. Then dmax is compared with the threshold value: If
dmax < threshold ε, all the intermediate points on this curve
are discarded. Otherwise, if dmax ≥ threshold ε, this point is
taken as the boundary, the curve is divided into two parts,
and the above process is repeated for the two parts of the
curve until all points are processed. Figure 4 demonstrates
the Ramer–Douglas–Peucker algorithm on a half period of
sine waveform. The red curve is the original data, and the
blue curve is after simplification. The assignment of ε will
be very influential to the simplification result. The higher
the ε, the fewer the nodes representing the curve.
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F IGURE 5 Example of perspective transform

2.2.2 Perspective transform

Image taken from a casual perspective will lead to dis-
tortion of objects in the image. When using image data
for damage quantification, the image data should be
transformed into a better view to display the geometric
relationship of the structure with more accurate dimen-
sions. The procedure of perspective transform is illustrated
in Figure 5. Perspective transform of images can be real-
ized by applying the projection as Equation (1), in which
𝑥𝑖
′ and 𝑦𝑖′ are the coordinates of pixels in the transformed

image, and 𝑥𝑖 and 𝑦𝑖 are the coordinates of the correspond-
ing pixels in the original image.M, a 3× 3matrix as shown
in Equation (2), is the coefficient matrix for perspective
transform, which maps 𝑥𝑖 and 𝑦𝑖 to 𝑥𝑖′ and 𝑦𝑖′. InM,M3,3
is determined to be 1, and the other eight coefficients can
be obtained by solving the linear system in Equation (3),
in which the coordinates of four pixels in both images are
needed. Note that three of the pixels in each image should
not be collinear. Then the corresponding coordinates of
each pixel in the transformed image 𝑥𝑖′ and 𝑦𝑖′ can be cal-
culated by using Equation (4). Finally, pixel interpolation
is used to complete the perspective transform.

(
𝑥𝑖
′, 𝑦𝑖

′, 1
)𝑇

= 𝑀 ⋅ (𝑥𝑖, 𝑦𝑖, 1)
𝑇 (1)

𝑀 =

⎡⎢⎢⎣
𝑀1,1 𝑀1,2 𝑀1,3

𝑀2,1 𝑀2,2 𝑀2,3

𝑀3,1 𝑀3,2 𝑀3,3

⎤⎥⎥⎦
(2)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑥1 𝑦1 1 0 0 0 −𝑥1𝑥
′

1
−𝑥1𝑥

′

1

𝑥2 𝑦2 1 0 0 0 −𝑥2𝑥
′

2
−𝑥2𝑥

′

2

𝑥3 𝑦3 1 0 0 0 −𝑥3𝑥
′

3
−𝑥3𝑥

′

3

𝑥4 𝑦4 1 0 0 0 −𝑥4𝑥
′

4
−𝑥4𝑥

′

4

0 0 0 𝑥1 𝑦1 1 −𝑦1𝑦1
′ −𝑦1𝑦1

′

0 0 0 𝑥2 𝑦2 1 −𝑦2𝑦2
′ −𝑦2𝑦2

′

0 0 0 𝑥3 𝑦3 1 −𝑦3𝑦3
′ −𝑦3𝑦3

′

0 0 0 𝑥4 𝑦4 1 −𝑦4𝑦4
′ −𝑦4𝑦4

′

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑀1,1

𝑀1,2

𝑀1,3

𝑀2,1

𝑀2,2

𝑀2,3

𝑀3,1

𝑀3,2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑥
′

1

𝑥
′

2

𝑥
′

3

𝑥
′

4

𝑦
′

1

𝑦
′

2

𝑦
′

3

𝑦
′

4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3)

ALGORITHM 1 The deletion algorithm of elements and
nodes on FE models

⎧⎪⎨⎪⎩

𝑥
′

𝑖
=

𝑀1,1𝑥+𝑀1,2𝑦+𝑀1,3

𝑀3,1𝑥+𝑀3,2𝑦+𝑀3,3

𝑦
′

𝑖
=

𝑀2,1𝑥+𝑀2,2𝑦+𝑀2,3

𝑀3,1𝑥+𝑀3,2𝑦+𝑀3,3

(4)

2.3 Algorithms for geometric analyses

2.3.1 Deletion algorithm of nodes and
elements

When deleting the nodes and elements in the damaged
areas manually, we must first accurately measure the
dimensions of the damage, then find the elements and
nodes that have intersections with the damage, and
finally delete those nodes and elements. The above
three steps are very time-consuming if done man-
ually. To achieve a more efficient way for deleting
nodes and elements in FE models, the deletion algo-
rithm is proposed, and the procedure is specified in
Algorithm 1 .
The polygon represents the intact FE model and

can be calculated by transferring all the elements
into polygons and then calculating the union of all
the polygons. The polygon(s) of the damaged area(s)
(PDA) is acquired directly from the perspective-
transformed segmented image through the CV algo-
rithms. The EL and the NL of the intact FE model can
be exported directly from the FE model software or
script.



190 ZHANG AND LIN

F IGURE 6 Splitting rules for (a) concave quadrilaterals and
(b) degenerate quadrilaterals

2.3.2 Generation algorithm of nodes and
elements

When generating a shell element, the coordinates of the
nodes that constitute the element must be determined.
In general, a shell element in an FE model must obey
two rules: (1) The three nodes of a three-node shell
element are not collinear, and (2) the shape of a four-node
shell element is convex (neither concave nor degenerate
quadrilateral). Based on the above requirements for shell
elements, the proposed generation algorithm is explained
in Algorithm 2 .
The proposed generation algorithm determines each

newly generated element through the following concept:
(1) Calculate the polygon(s) that needs to generate new
element(s) within the range of each deleted element;
(2) analyze whether the polygon meets the geometric
requirements of shell elements. If the requirements are
met, the element is directly generated. Otherwise, the
polygon will be divided into multiple smaller polygons
that meet the requirements. When the polygon is a con-
cave or a degenerate quadrilateral, it will be directly split
as shown in Figure 6. If the polygon is more complex (with
five or more than five nodes), it will be split by using the
proposed splitting algorithm (Algorithm 3). Then based on
the above operations, a list of temporary elements (TEL)
will be generated. All the generated temporary elements
meet the general requirements of shell elements; hence,
the updated FE model can be used for analyses. However,
a certain proportion of low-quality elements are gener-
ated. When investigating the local performance of the
component, these low-quality elements cannot be ignored.
To alleviate the above problem, the operations including

(1) element quality check, (2) quadrilateral element split-
ting, and (3) node merging have been developed in Algo-
rithm 2. The element quality check operation checks the
larger corner angle and aspect ratio (the ratio between the
longest and shortest edge of an element) of the generated
elements. If an element has a larger corner angle or higher
aspect ratio than the criteria, the element will be deter-

mined as a low-quality element. Otherwise, the element
is a high-quality element. Referring to Abaqus 2016 (Das-
sault Systèmes, 2015), the default larger corner angle for
element quality check is 160◦ for quadrilateral elements
and 170◦ for triangular elements, and the default aspect
ratio is 10 for both quadrilateral and triangular elements.
In this study, the larger corner angle is set to 160◦, and
the aspect ratio is 10 for both quadrilateral and triangu-
lar elements. Since many quadrilateral elements do not
pass the quality check owing to their large corner angles,
the quadrilateral element splitting operation is proposed
to divide the quadrilateral elements by a line that connects
the node of the large corner angle and the opposite node.
Then the element quality will be improved by obtaining
the two new smaller triangular elements. The low-quality
elements that have a higher aspect ratio than the crite-
ria normally have two nodes very close. Merging the two
nodes can effectively solve the problem of element qual-
ity caused by the above situation. In the pair of the nodes
to be merged, the node that also constitutes other origi-
nal element(s) or high-quality element(s) will absorb the
other node. Then triangular elements whose aspect ratio
exceeds the criteria will be degenerated into a line and be
removed from the EL, and quadrilateral elements with an
aspect ratio exceeding the criteriawill degenerate into a tri-
angular element with better quality. Based on the above
operations, the qualities of the elements in TEL will be
optimized.
Subsequently, whether the nodes that constitute the

element in the TEL are in the NL, in other words,
whether the nodes that constitute the element in the
TEL are used in the FE model after deletion will be
checked. If the answer is yes, it is passed. Otherwise,
a new node should be registered in the NL. The node
registration must be performed before the element
generation.
Performing the proposed generation algorithm on the

area of each deleted element iteratively is very benefi-
cial. Theoretically, the splitting operation can be directly
performed in the area of the polygons representing the
damaged structure (PDS)∖polygon of the intact FE model
(PFEM). However, in actual cases, direct splitting the area
of PDS∖PFEMwill easily generate elements that do not ful-
fill the geometric requirements of shell elements. On the
contrary, performing the proposed generation algorithm
on the area of each deleted element iteratively can avoid
the problem.

2.3.3 Splitting algorithm of elements

The proposed splitting algorithm is a core step in the gener-
ation algorithm (Algorithm 2). Because of the complexity
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ALGORITHM 2 The generation algorithm of elements and nodes

of the splitting algorithm, it is introduced in an individual
subsection. Algorithm 3 describes the proposed splitting
algorithm.
The algorithm is designed for splitting the polygons,

which

have five or more than five nodes, into quadrilaterals
and (or) triangles. The split quadrilaterals and (or) trian-
gles will fulfill the geometric requirements of the shell
element. There are two principles of the splitting opera-
tion. On one hand, the split line must be fully within the
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ALGORITHM 3 The splitting algorithm for the polygons that consist of five or more than five nodes

F IGURE 7 Splitting a concave pentagon: (a) Concave
pentagon, (b) prioritized splitting pattern, (c) unacceptable splitting
pattern

polygon and not cross any borderline. On the other hand,
the two endpoints of the split line must be two vertices
(nodes) of the polygon. No new node is generated during
the polygon splitting process.
When splitting a polygon that has five or more than

five nodes, priority is given to the splitting pattern that
can obtain a convex quadrilateral. This is because using
four-node quadrilateral elements can normally achieve
higher accuracy than that of the three-node triangular ele-
ments if they are all high-quality elements. For example,
when splitting a concave pentagon as shown in Figure 7a,
the splitting pattern in Figure 7b is prioritized since the
splitting results in a convex quadrilateral and a triangle.
The splitting pattern in Figure 7c is not acceptable because
it returns a concave quadrilateral and a triangle.

F IGURE 8 Splitting a more complex concave pentagon

If no splitting pattern can return a convex quadrilateral
that meets the geometric requirement of shell elements,
the triangular splitting will start. For instance, the concave
pentagon as shown in Figure 8a can only be split in theway
as shown in Figure 8b.
The proposed splitting algorithm is different from the

normal meshing methods because new nodes inside the
polygon do not need to be generated. If meshing a polygon
for generating new elements directly, a connection prob-
lem can easily occur between the existing elements and
the newly generated elements. As illustrated in Figure 9,
the smaller elements obtained frommeshing will lose con-
nection with the larger elements. To overcome the above
problem, the proposed splitting algorithm does not gener-
ate new nodes and only uses the existing nodes for gener-
ating split lines.
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F IGURE 9 Connecting problem of shell elements

3 CASE STUDIES

To validate the proposed method for automatically updat-
ing the geometries of FEmodels, three experiments in total
are performed. The first two experiments are conducted
on one of the simplest shell structures—a rectangular
paperboard. In the third experiment, the proposedmethod
is examined on an actual bridge.
Segmented images can be obtained by either using

standard DL models or using label tools as introduced in
Section 2.2. In this study, the segmented images of the
three cases are generated by using labeling tools.
All the proposed algorithms are written and validated

in Python 3.6 environment. The geometric analyses are
performed by using the Shapely package, which is deeply
rooted in the conventions of the geographic information
system field. If an FE model is regarded as a map, the
spatial relationship between nodes and elements can be
analyzed by using Shapely.

3.1 Case 1: Small damage on a board

The intact shell structure in case 1 is shown in Figure 10a.
The shell is 297 mm long and 210 mm wide. An FE model
of the structure is also established by using 121 nodes and
100 quadrilateral shell elements as shown in Figure 10b.
Small damage is made on the short side of the structure as
presented in Figure 10c, and the corresponding segmented
image is shown in Figure 10d.
Based on the proposed automatic remeshing method,

a series of CV algorithms introduced in Section 2.2 are
applied to the segmented image to obtain the contours
of the damaged structure and the damage. The output of
each step is demonstrated sequentially in Figure 11. In the
beginning, the green channel of the segmented image is
extracted to filter the components of damage in the seg-
mented image as shown in Figure 11a. Assigning a 5× 5 all-
one matrix as the Gaussian kernel, Gaussian smoothing is
applied to remove the Gaussian noise image after the color
filtering. By now the image is ready for edge detection,
the suitable thresholds for edge detection are 10 and 200
determined by trial-and-error. Through the Canny algo-
rithm, an image of Figure 11b is outputted. Note that the
edge is a 1-pixel-width continuous curve, and it may look

F IGURE 10 Initial data of case 1: (a) Shell structure for tests,
(b) FE model of the intact shell structure, (c) damaged shell
structure in case 1, and (d) segmented image of the damaged
structure in case 1

broken when the image is too small. Afterward, dilation
and erosion operations are performed on the detected edge
to make the boundary of the structure neater as can be
seen in Figures 11c and d. Then the rough contour of the
structure can be determined as shown in Figure 11e. How-
ever, the rough contour consists of 8114 points. Such a large
number of points are redundant for further processing.
Therefore, simplification is essential. Assigning ε to 0.03
and simplifying the rough contour by using the Ramer–
Douglas–Peucker algorithm as introduced in Section 2.2.1,
four points in total are reserved to express the contour
of the structure as shown in Figure 11f. The obtained
four outer points in the contour are used for alignment
when performing the automatic perspective transform. By
changing the ε to 0.002 and simplifying the rough contour
again byusing theRamer–Douglas–Peucker algorithm, the
eight nodes shown in Figure 11g are obtained. Compar-
ing the two simplification results, the eight nodes can rep-
resent the contour of the damaged structure more accu-
rately than the four nodes, and the additional four nodes
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F IGURE 11 Procedure of computer vision (CV) processing in case 1: (a) Color filtering, (b) Canny edge detection result, (c) edge of the
structure after dilation, (d) edge of the structure after erosion, (e) contour before simplification, (f) contour after simplification when ε is 0.03,
(g) contour after simplification when ε is 0.002; (h) image after perspective transform

can also be used to represent the contour of the damage.
As introduced in Section 2.2.1, ε is a parameter to describe
how rough a curve will be simplified. It can be determined
by either calculation based on its definition to meet the
required accuracy of simplification or just several rounds
of trial-and-error. Finally, the image data after perspective
transformation is presented in Figure 11h, in which the
structure is displayed in a perfect top view. The detailed
procedure include: (1) Substituting the four points into the
𝑥
′

𝑖
and 𝑦′

𝑖
in Equation (1); (2) assigning the desired locations

after perspective transform into the 𝑥𝑖 and 𝑦𝑖 in Equation
(1); (3) calculating the transform matrix M by Equation
(3); and (4) transforming each pixel in the original picture
and performing interpolation to fill in the blank pixels in
the generated images. The coordinates of each pixel in the
perspective-transformed image can be easily converted to
the corresponding position on the structure. Similarly, by
extracting the red channel of the segmented image in the
first step and processing it as the above steps, the contour
of the damage can also be obtained. The parameters of the
CV algorithms (except perspective transform) are mainly
determined by trial-and-error. This is because the pixel val-
ues in images vary greatly from scene-to-scene and object-
to-object, and in most cases, trial-and-error can be an effi-
cient way to obtain suitable parameters. Up to now, the

CV-based image processing of the structure has been com-
pleted, and the contours of the structure and the damage
have been obtained. It is ready to use the contour informa-
tion to update the geometry of the FE model.
The FE model updating is started by deleting unneces-

sary nodes and elements. Based on the obtained contour
of the damaged structure as well as the NL and EL of the
FEmodel, the proposed deletion algorithmmakes the dele-
tion process fully automatic. First, PDS and PDA can be
generated by using the contour information obtained from
the CV algorithms as shown in Figure 12. By using the
proposed deletion algorithm, four elements (elements 59,
60, 69, and 70) in the FE model that have intersections
with PDA can be identified. Thus, the four elements are
removed, and the FEmodel becomes in the state as shown
in Figure 13. The nodes that constituted the deleted ele-
ments are analyzed to check whether they also contribute
to the reserved elements. Then the nodes with no contri-
bution will be removed.
After deleting the nodes and elements involved in the

damage, by using the proposed generation and splitting
algorithms, new nodes and elements are automatically
generated for updating the damage on the FE model. By
computing element i ∖ PDS for i in the list of the deleted
elements (DEL), the polygons that need new nodes and
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F IGURE 1 2 Polygons extracted from the image in case 1: (a)
Damaged structure, (b) damage area

F IGURE 13 FE model after deletion

elements are outputted as shown in Figure 14. The num-
ber on each polygon is the identity (ID) of the deleted ele-
ment. The polygon within element 60meets the geometric
requirement of a shell element, so it can be transformed
into a shell element directly. The other polygons do not ful-
fill the geometric requirements of a shell element, so split-
ting operation is performed by using the proposed splitting
algorithm. Finally, the new nodes and elements to the FE

F IGURE 14 Elements have an intersection with damage

F IGURE 15 Geometry updated FE model (case 1)

model after the deletion are assembled, and the geometry
of the FE model has been updated as shown in Figure 15.

3.2 Case 2: Large damage on a board

Since the CV processing in case 2 is identical to case 1, the
procedure of the CV processing in case 2 has been briefly
summarized in Figure 16. The photo of the damaged
structure is shown in Figure 16a, and the corresponding
segmented image is shown in Figure 16b. The damage
crosses over half of the structure, and it is more com-
plex than the damage in case 1. Through the same CV
algorithms, the contour of the damaged structure can be
simplified to 13 points, as shown in Figure 16c, and the
segmented image after the perspective transform is shown
in Figure 16d. Here, ε has been assigned to 0.0035 and 0.1
to obtain the 13-node and 4-node contours. Then PDS and
PDA can be generated as shown in Figure 17. Since the
shape of damage obtained by perspective transform may
cause an error, the obtained shape of damage is compared
to the actual structure to verify the accuracy of contour
recognition. The ground truth of the perimeter and area of
the damage are 409.93 mm and 3761.5 mm2, respectively.
The perimeter and area of the identified damage are
407.31 mm and 3667.5 mm2, respectively. Thus, the error
rates of the perimeter and area of the obtained damage are
0.64% and 2.50%. The area of the intersection between the
ground truth and obtained damage is 3623.53 mm2, which
is 96.33% of the area of ground truth. Therefore, the above
investigation shows that the shape of the damage has been
captured accurately and is feasible to be further used for
updating the geometry of the FE model.
The proposed deletion algorithm can delete nodes and

elements in the FE model for the damage accurately.
First, whether the elements in the FE model have inter-
section(s) with PDA are analyzed, and all the intersected
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F IGURE 16 Photo, segmented image, and the outputs of the
CV algorithms in case 2: (a) photo of the damaged shell structure,
(b) segmented image, (c) simplified contour of the damage
structure, (d) segmented image after perspective transform

F IGURE 17 Polygons extracted from the image in case 2: (a)
damaged structure, (b) damage area

elements are deleted automatically. Second, the nodes in
the delated elements are removed if they do not constitute
any reserved element. Afterward, the FE model after dele-
tion is obtained as shown in Figure 18.
A comparison between the deleted elements and the

damage is shown in Figure 19 for better visualizing their

F IGURE 18 FE model after deletion (case 2)

F IGURE 19 Relationship between the delated elements and
damage (case 2)

geometric relationship. All the nodes of the FE model
within the area of the damage are removed. New nodes
should be generated on (1) the vertices of the contour of
the damage and (2) intersections between the damage and
the boundary of each element. The unmasked blue parts in
Figure 19, which can be obtained by computing the union
of each i ∖ PDA for i in the DEL, should have new ele-
ments generated. There is one special situation that needs
additional explanation. The lowest corner of the damage
just touches the boundary of an element below it (ele-
ment 44), and it does not cross the boundary of the ele-
ment. In this case, the touched element is first deleted by
using the deletion algorithm since its intersection with the
damage is a point and not empty. In the generation pro-
cess, the generation algorithm will consider element 44 as
a degenerate pentagon, which will be split by the proposed
splitting algorithm. The splitting strategy of the above



ZHANG AND LIN 197

F IGURE 20 Splitting strategy of point touching cases

F IGURE 2 1 Splitting strategy of line-touching cases

one-point-touching situation can be simply illustrated in
Figure 20. Similarly, when a line segmentation of damage
touches the boundary of an element, the element will be
split according to a degenerate hexagon, with the splitting
strategy shown in Figure 21.
When the geometry of damage is complex, generating

the new elements by only splitting may result in a certain
proportion of low-quality elements. To overcome this prob-
lem, the proposed generation algorithm (Algorithm 2) also
consists of the operations of element quality check, split-
ting of large corner angle of quadrilateral elements, and
node merging. As introduced in Section 2.3.2, referring to
Abaqus 2016 (Dassault Systèmes, 2015), the criteria of the
element quality check are the larger corner angle of 160◦
and the aspect ratio of 10 for both quadrilateral and trian-
gular elements in this study. Figure 22 demonstrates the
effectiveness of the proposed node-merging operation for
improving the element quality of the updated FE model.

F IGURE 22 Visualization of node-merging operation: (a)
Before merging, and (b) after merging

F IGURE 2 3 Damage area in the updated FE model (Case 2)

Two pairs of nodes in total are merged into two nodes as
shown in the red boxes in Figure 22. In each red box, there
is a low-quality element with a very high aspect ratio. By
merging the two nodes of the short edge of the element,
the element degenerates into a line segment and then is
removed from the EL. The node-merging operation also
affects the adjacent element of the low-quality element
because they share the same edge that has been merged
into a node. For each red box in Figure 22, a small triangu-
lar element beside the low-quality element is also degen-
erated into a line segment and is removed from the EL. As
a result, the problem of the low-quality elements has been
alleviated effectively.
The geometry of the FE model is successfully updated

by using the proposed method as can be seen from the
final damage updating result (zoomed damaged area in
Figure 23). The method can present the geometry of the
damage accurately in the updated FE model. Small angu-
lar changes of the damage contour can be precisely cap-
tured. At the same time, unnecessary nodes are not gener-
ated to avoid updating the damage-uninvolved elements.
Furthermore, all the new elements generated by the pro-
posed algorithms fulfill the geometric requirements of the
shell element, though two low-quality elements are gen-
erated. Since the experiment was designed to demonstrate
the method, the element sizes are very large, which made
it easier to obtain low-quality elements. In actual engineer-
ing cases, element sizes will be much smaller, and the pos-
sibility of generating low-quality elements by the proposed
algorithms will be much lower.
To validate the performance of the proposed FE model

updating method, the FE model updated by the pro-
posed algorithms is compared to the manually updated FE
model (shown in Figure 24), which has a higher quality of
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F IGURE 24 Manually updated FE model

elements. The manually updated FE model is obtained by
the following three steps: (1) Using the mesh generating
function of a commercial finite element analysis (FEA)
software to generate the meshing information of the dam-
aged area, (2) manually using the meshing result to gen-
erate elements, and (3) integrating these newly generated
elements to the FEmodel after the deletion operation. The
boundary condition is to simulate the board being fixed at
the four vertices by four bolts. The translationalmovement
in the x, y, and z directions and the rotational movement in
the x and y directions are fixed, and the rotational move-
ment in the z-direction (perpendicular to the board sur-
face) is free. Eigenvalue analyses of bothFEmodels are per-
formed because naturalmodes can reflect the overall struc-
tural capacity and are commonly used for evaluating the
structural health state. The dimensions of the structure are
297× 210× 0.5mm.Assuming thematerial of the structure
is SS400 steel, the material properties are as follows: Elas-
tic model of 2.05 × 105 N/mm2, Poisson’s ratio of 0.3, the
linear expansion coefficient of 0.2× 10−5 N/mm3, and den-
sity of 7.85 × 10−9 N/mm3/g. In total 10 natural modes are
calculated. The natural frequencies of both FE models are
shown inTable 1, and themode shapes of the automatically
updated FE model are shown in Figure 25 as an example.
Table 1 shows that the natural frequencies of both FEmod-
els are from about 14 to 148 Hz. The natural frequencies of
the two FE models are very close. For example, the differ-
ence in mode 6 is only 0.08%, and the largest difference is
2.04% at mode 9. The average difference of the 10 modes is
0.71%. The result shows that the FE model updated by the
proposed algorithms can represent the dynamic character-
istics of the structure accurately, and it also proves that a
limited number of low-quality elements will not affect the
analytical result of the entire structure.

TABLE 1 Natural frequencies of both finite element (FE)
models (Hz)

Mode

Automatically
updated
FEmodel

Manually
updated
FEmodel Difference

1 14.55 14.63 0.55%
2 30.57 31.15 1.86%
3 32.87 33.09 0.66%
4 43.80 43.88 0.18%
5 53.11 53.50 0.73%
6 82.98 83.05 0.08%
7 88.87 89.40 0.59%
8 109.24 109.03 0.19%
9 139.71 142.62 2.04%
10 147.97 148.29 0.22%

F IGURE 2 5 Mode shapes of the manually updated FE model

3.3 Case 3: Damaged steel crossbeam of
a bridge

The proposed method is validated on a damaged C-shaped
crossbeam of the Funatonishi bridge. The bridge is a
five-span simply supported composite bridge in Japan,
and a photo of it is shown in Figure 26 (TORNH, 2003).
The bridge is 100.0 m long and 10.2 m wide. The general
drawing and sectional view of the bridge are shown in
Figures 27 and 28, in which the location of the damaged
crossbeam is also indicated. The construction of the bridge
was completed in 1968, and the fatigue damage on the
crossbeam, as shown in Figure 29 (TORNH, 2003), was
identified in 2003. The damage crosses half of the upper
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F IGURE 26 Photo of the Funatonishi bridge

F IGURE 27 General drawing of the Funatonishi bridge

flange, the entire web, and the entire lower flange. Because
of lack in the design drawings of the C-shaped beam, the
height of the web is assumed as 300 mm, the width of the
flanges as 100 mm, and the thickness as 10 mm. These
dimensions help to determine the scales in the FE model.
The corresponding FE model in the intact state is shown
in Figure 30.

F IGURE 28 Sectional view of the Funatonishi bridge

F IGURE 29 Damage on the crossbeam

F IGURE 30 FE model of the crossbeam in the intact state

The procedure of updating the geometry of the FEmodel
of the crossbeam is summarized in Figure 31. First, since
both the C-shaped steel beam and the fatigue damage are
3-D, 2-D decomposition of the beam is necessary to use the
proposed geometry updating method. The 2-D decomposi-
tion of the segmented image can be simply accomplished
by using color filters, and three individual segmented
images representing theweb and flanges will be generated.
As a result, the 3-D C-shaped crossbeam is decomposed
into three 2-D quadrilateral components. Subsequently, by
applying the CV algorithms introduced in Section 2.2 to
the segmented image of each component, the four points
of the web and flanges for perspective transform can be
obtained, and then the perspective-transformed images are
computed. The two common points of the four points for
perspective transform between the web and each flange
will be used for the assemblage after updating the geome-
tries of all the three components.
By using the proposed deletion, generation, and splitting

algorithms, the geometries of the decomposed FE-models
of web and flanges are updated, respectively. The detailed
information of (1) the shape of damage in each component,
(2) the polygons that require splitting, and (3) the updated
FE model in each component are shown in Figure 32.
Finally, the three individual 2-D FE models are assembled
into a 3-D FE model. There is one potential problem, that
is, due to the limitation of image quality and error of theCV
algorithms, the generated nodes on the boundaries of the
damage from two adjacent decomposed FE models may
not be perfectly matched at the junction. For instance, at
the upper junction of the crossbeam, the x coordinate of the
damage on the right side is 372 on the upper flange but 374
on the web. If the coordinates of the damage on the junc-
tion on each decomposed FE model are not identical, the
decomposed FEmodels cannot be assembled into the final
3-D FE model. This error is very small, and the solution
can be using the average of the coordinates of both sides
at the junction. Thus, in this case, the x coordinate of the
node on the right boundary of the damage on the upper
junction uses 373 on both the upper flange and the web.
As a result, the geometry updated FE model is obtained as
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F IGURE 3 1 Procedure of geometry updating of the FE model in case 3

shown in Figure 33. In total 138 shell elements are gener-
ated by the proposed algorithms during the procedure of
model updating, and all the generated elements can pass
the element quality check. The results show the effective-
ness of the optimization operations in Algorithm 2. Over-
all, the crack is accurately updated on the FE model, and
it enables the fast quantification of the degradation on the
loading capacity of the bridge caused by the fatigue dam-
age through numerical analyses.

4 CONCLUSION

In this study, a novel method for automatically updating
the geometric changes of the FE models simulated with
shell elements is proposed via CV techniques and geomet-
ric analyses. The contributions include the developments
of the algorithms for deleting, generating, and splitting
shell elements, as well as the integration of the proposed
algorithms with CV techniques. The proposed method
can greatly simplify the process of updating the geometric
changes of FE models, allowing the FE models to be used
for rapid analyses and quantification of the degradation in
loading capacity caused by structural damages.
Through the three experiments, four conclusions can be

drawn as follows: First, the proposed method can update
the geometric changes of structures successfully by using
a single segmented image data captured after damage
occurs and an FE model in the original state. The method
does not need to rebuild the entire FE model. Only the
nodes and elements involved in the damaged area(s) will
be processed by the proposed method.
Second, the proposed algorithms for automatic dele-

tion, generation, and splitting of shell elements obtained
promising validation results in the experiments. In the

real-world application in case 3, all the generated elements
can pass the element quality check, demonstrating the
high performance of the proposed method for automati-
cally updating the geometric changes caused by damages.
Third, the automatically updated FE model, by using

the proposed method, is comparable to the manually
updated FE model for eigenvalue analysis. The differ-
ences between eigenvalue analysis results are remarkably
small, and it proves that the FE models updated by the
proposed method can present the dynamic characteristics
of structures accurately.
Finally, the proposed method can not only be used on

pure 2-D structures like shell structures but can also be
applied on all the structures that can be simulated with
shell elements and can be decomposed into several 2-D FE
models, for example, C-, T-, I-shaped and hollow beams,
and so forth. In actual engineering cases, many scenarios
can use the proposed method with their SHM system for
fast assessment of the changes of structural capacity.
There are also several limitations of the proposed FE

model in geometry updating method. First, the proposed
method cannot update the changes of material and
mechanical properties caused by structural damages. In
the current stage, it focuses on updating the geometric
changes caused by damages on the corresponding FE
models. Evaluating the decrease of material and mechan-
ical properties of structures affected by damages will
be investigated in the future study. Second, the method
requests a segmented image of the structure, indicat-
ing the regions of structural components, damage, and
background. Currently, the existing DL models for image
segmentation are only for damage detection or only for
structural components segmentation. One integrated DL
model is required and will be developed in future works to
simplify the computation. Finally, the proposed method
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F IGURE 32 Details of the updated FE model

cannot be used to update the geometric changes of com-
posite materials if the damage is depth relevant, such as
the cases of microcracks and delamination on carbon fiber
composite materials and concrete spalling. To overcome
this problem, the proposed algorithms such as element
deletion, generation, and splitting will be upgraded from
2-D to 3-D, using a similar approach in this article.
As mentioned before, this study is a step towards the

final goal of using FE models as the digital twin to present

F IGURE 33 Bottom view of the updated FE model of the
crossbeam

the load capacity of the monitored structure in real time.
Although only updating the visible damage of structures
on FE models and performing numerical analyses cannot
precisely answer the two aforementioned questions, the
proposed method can automate the estimation of the
rough upper bound of the loading capacity by using FE
analyses. The proposed method requests low computa-
tional cost and it shows a very high potential to be utilized
in the next generation of the SHM systems for real-time
structural state assessment. Meanwhile, combining the
proposed method and the referred damage prognostics
methods, the basis of the computational engine of a
structural digital twin for real-time damage diagnostics
and prognostics might be developed.
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