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Abstract We propose and experimentally demonstrate a latency control label (LCL)-based bounded-jitter scheduling for Industrial Internet applications in an asynchronous bridged network. The demonstration results show that our proposed scheme can achieve a deterministic packet delay variation regardless of the number of hops.

Introduction
Emerging use cases in Industrial Internet such as collaborative manufacturing and precision motion control[1], require stringent end-to-end latency performance guarantees for precise operation. These requirements focus on a bounded end-to-end latency as low as hundreds of microseconds, and packet delay variation (PDV) (a.k.a. jitter) that is one order of magnitude lower[2]. Fig. 1 shows a typical collaborative manufacturing scenario for Industrial Internet. To enable terminals (e.g., robotic arms and machine tools) in different factories in the same park to cooperate with each other accurately, bounded jitter transmission is required between the production command center and the terminals. To meet this requirement, many factories build their dedicated industrial networks[3].

A well-known solution is the time-sensitive networking (TSN), where low PDV is achieved by synchronization-based scheduling mechanisms, such as time-aware shaper (TAS) in 802.1Qbv[4]. However, the cost of establishing a network with all nodes synchronized is high[5]. For medium and small enterprises, an asynchronous-based scheme is more cost-effective.

There are many asynchronous strategies proposed to achieve deterministic transmission. Frame preemption proposed in 802.1Qbu allows high-priority frames to interrupt the transmission of low-priority frames. Paternoster algorithm based on cyclic queuing and forwarding (CQF)[6] provides a bounded delay but removes the dependence on synchronous timing. However, the PDV achieved by the above schemes will increase with the number of hops along the network path, which limits the scalability of industrial networks[7],[8].

In this paper, we propose and experimentally demonstrate a latency control label-based scheduling scheme to achieve bounded-jitter transmission for time-critical Industrial Internet applications in an asynchronous bridged network. The latency control label (LCL) is a key enabler to realise dynamic traffic scheduling in a switching node. Experimental results show that the proposed scheme can achieve a deterministic PDV regardless of the number of hops.

**LCL-based Traffic Scheduling**

The transmission latency variations mainly result from the uncertain queuing delay in the switching node, and it will be accumulated by nodes along the path. To address this problem, we implement an LCL-based scheduling (LCLS) scheme, where...
each frame records the number of nodes it has passed through, and the queuing delay experienced in these nodes. Therefore, the traffic scheduling can be adjusted in the subsequent nodes to lower the end-to-end latency variations. The LCL consists of two parts: $d$ and $n$, where $d$ denotes the remaining available queuing delay and $n$ denotes the number of subsequent nodes along the path. Before entering the network, a time-sensitive (TS) frame will initialize $d$ as an acceptable queuing delay for an end-to-end path according to the service requirements, and $n$ as the total number of hops based on the pre-calculated route. It should be noted that we just pay attention to the queuing delay in this paper, and thus the routing of TS frames and the propagation latency via fiber are fixed. Once a frame passes through a node, LCL will be updated accordingly.

Fig. 2 illustrates two examples, where a TS frame with the same ingress LCL comes into the same node but arrives at different time. Typically, when a TS frame enters a node, it will be put into one of four TS queues in the output port under the LCL-based enqueue scheme. These TS queues transmit in turn according to a local clock, which does not need synchronization. Let $\tau$ denote the transmission time of each cyclic TS queue, $d_{ph} = d/n$ denotes the per-hop queuing delay derived from LCL, $t_w$ denotes the real queuing delay experienced in a node. In Fig. 2(a), a TS frame with LCL ($d = 15\mu s$, $n = 2$) arrives at the node at $T_0 + 2\tau$ ($\tau = 8\mu s$) when TS queue 2 is just beginning to transmit. Comparing $d_{ph}$ with the remaining transmission time of TS queue 2, TS frame is put into TS queue 2 so that it can be transmitted at an appropriate time. According to the load of TS queue 2, $t_w$ can vary from 0 to $8\mu s$. In Fig. 2(b), TS frame arrives at $T_0 + 2.1\tau$. At this time, TS queue 2 has $7.2\mu s$ transmission time left, which is less than $d_{ph} (7.5\mu s)$. Thus, TS frame is put into TS queue 3. In this case, $t_w$ can vary from $7.2\mu s$ to $15.2\mu s$. Accordingly, if the target queue is not full, putting TS frame in an appropriate queue can make $t_w$ meet the formula: $d_{ph} - \tau \leq t_w \leq d_{ph} + \tau$. Otherwise, TS frame will be put into the next non-full TS queue, and LCL will record the real queuing delay so that the scheduling in the subsequent nodes can modify it. For each frame that is ready to leave, the switching node will update its LCL according to the $t_w$, as shown in Fig.2. Based on the LCLS, the end-to-end latency $d_{e2e}$ is bounded within $[d_0 - \tau, d_0 + \tau]$, where $d_0$ is the initial value of $d$. With this, LCLS can guarantee a bounded jitter transmission (i.e., $PDV = 2\tau$) of TS frames.

**Hardware Design of Switching Node**

Fig. 3 shows the hardware design of a LCLS enabled switching node structure. The output port of a node contains five First-In First-Out (FIFO) queues, four of which are used for TS frames, and one is used for best-effort (BE) frames. The input BE frames are directly put into BE queue while the input TS frames are put into TS queues according to the LCL-based enqueue scheme explained in previous section. Among TS queues, four queues transmit in turn with a cycle of $\tau$. The LCL will be tagged in the LCL update module. To reduce the impact of BE frames on the delay of TS frames, frame preemption is implemented between the TS queues and the BE queue.

**Experimental Setup and Results**

To demonstrate the performance of LCLS, we setup an experimental testbed shown in Fig. 4(a). We use FPGA Xilinx Virtex UltraScale+ HBM VCU128 board with four 100Gbps Ethernet interfaces to realize the switching nodes. Considering each 100GbE interface can be separated into four independent 25GbE Ethernet interfaces, we implement three switching nodes with LCLS scheme on a board with two 25GbE input ports and one 25GbE output port for each node, and each 25GbE interface can support preemption 802.3br feature. Fig. 4(b) shows the overview of the testbed and our implementation. There are three LCLS enabled Switches (SWs) and one commercial Ethernet SW #4 (without LCLS) for data flow feedback. Four TS traffic generators with analyzers are used to evaluate the PDV and end-to-end latency of TS traffic. The onboard functions of FPGA are used to generate constant bit rate (CBR) BE flows as background flows, each of them is connected to an LCLS-enabled SW. As shown in Fig. 4 (b), flow 1 generated by TS traffic generator #1 returns to the analyzer.

![Fig. 3 Hardware structure of switching node.](image_url)
after one hop; flow 2 returns after two hops; flow 3 and flow 4 return after three hops. The BE frames exceeding the upper limit of bandwidth of an output port (25Gbps in experiment) will be discarded. The details of traffic generator settings and initial labels of TS traffic are shown in Tab. 1, where $d_0$ and $n_0$ denote the initial value of $d$ and $n$. Considering the length of most time-sensitive control frames for Industrial Internet are in the range of [40, 250] bytes (i.e., short frame), we set the length of TS frame to 128 bytes in the experiment.

Fig. 4(c-d) show the measured end-to-end latency of flow 4, when using or without using LCLS under the condition of $\tau = 8\mu s$. The maximum and minimum latency reflect the bounds of packet delay during one experimental cycle (60 seconds). The average latency reflects the mean packet delay in a short time period (0.1 second). We can observe that the minimum and average end-to-end latency of LCLS are much higher than those when LCLS is not applied. This is because, with LCLS, the queuing delay of TS frame is bounded within $[d_{ph} - \tau, d_{ph} + \tau]$ in a SW, even if this SW has enough bandwidth to transmit it at an early time. That is why the minimum latency and average latency are higher, while the PDV is lower when LCLS is used.

As shown in Fig. 4(e), the blue rectangles depict the end-to-end latency range of four flows under the condition of $\tau = 8\mu s$, which are lower than $d_0 + \tau$ (red upper-bounded line) and higher than $d_0 - \tau$ (red lower-bounded line). This indicates that all the TS flows achieve bounded end-to-end latency as discussed above, which also means that bounded jitter is realized.

As shown in Fig. 4(f), PDV increases linearly with the number of hops without using LCLS (green line). If the hop count reaches a certain level, the PDV of TS frames may not meet the low jitter requirement of Industrial Internet. On the contrary, when LCLS is used (lines in orange, red and blue for $\tau = 8\mu s, 10\mu s$ and $12\mu s$ respectively), the hop count $n$ increases, $d_{ph}$ decreases accordingly, so the traffic scheduling in SWs will be adjusted to make PDV lower than $2\tau$. As the number of hops increases, the proposed scheme shows much better performance in comparison to when it is not used. In addition, the transmission time of cyclic TS queue ($\tau$) can be designed properly to satisfy diverse PDV requirements. It should be emphasized that $\tau$ can be set to be a small value to achieve a lower PDV (e.g., less than $1\mu s$). However, a small $\tau$ will lead to a small buffer memory of the TS queue, which can cause packet loss when a large burst occurs. This can be solved by arranging more FIFO TS queues in the output ports, but it also brings additional costs.

**Conclusions**

We proposed and experimentally demonstrated a latency control label-based bounded-jitter scheduling for time-critical industrial applications in an asynchronous bridged network. We demonstrated that the scheme can achieve deterministic jitter regardless of the number of hops. In addition, the LCL-based scheduling can easily adapt to different jitter requirements by modifying the transmission time of TS queues.
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