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ABSTRACT This paper proposes a formal model for industrial cyber-physical systems (CPS) with dis-
tributed control based on IEC 61499 standard and supporting time-aware computations for better adaptation
to the ever changing environment conditions. Main features of the model include usage of timestamps,
flattening, unified and independent behaviour of function block interfaces. This allows to make correct
implementation of time-aware systems and significantly simplify the construction of models for verification
and simulation, as well as ensure fairness of the model and determinism of the function block system
execution at a resource level. The model formalism is based on a well-known abstract state machines (ASM)
notion, which can be used as an intermediate formal representation to generate a variety of models for
different purposes, e.g. formal verification, and executable code. This paper exemplifies this approach by
the generation of models in the SMV language. The paper discusses the time-aware computation concept
and its application in a few related case studies.

INDEX TERMS Abstract state machines, CPS, formal semantics, formal verification, IEC 61499, time-aware
computations.

I. INTRODUCTION
Distributed automation systems is a vast class of cyber-
physical systems (CPS) [1], providing many challenges for the
CPS design and analysis. Formal models of computations [2]
provide the underlying support for their implementation, test-
ing, simulation and formal verification.

The automation CPS are subject to the environment un-
certainties, the strongest of which is related to reliability of
wireless communication. Algorithms, dealing with the uncer-
tainties, require comprehensive validation. Model-based for-
mal verification of software is a well-known mechanism for
this purpose. To be applied efficiently, it requires creation of
tool-chains seamlessly connecting the design models with the
formal models of computations.

The use of block diagram languages for implementation
of CPS is becoming a mainstream trend. The well-known

examples of that include Matlab/Simulink and LabView. The
modelling environment Ptolemy II [3], developed at Berke-
ley, provides new modelling capabilities for heterogeneous
CPS, combining complex physical system dynamics and cy-
ber parts, based on different models of computations.

In industrial automation, the function block architecture of
the IEC 61499 standard [4] is increasingly used for modelling
complex distributed automation systems in such challenging
applications as SmartGrid [5], process automation, and ma-
terial handling systems [6]. IEC 61499 is based on the same
concepts of event-driven block diagrams as Ptolemy II and,
as such, allows for modelling of CPS composed of physical
processes (a.k.a. plant) combined with control and communi-
cation. The model can be used for validation of system-level
properties before deployment. The most common validation
method is simulation, but it has well-known limitations in
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the discovery of possible faults. Model-checking [7] presents
a complementary method of exhaustive testing, however its
applicability is also limited by possible complexity explosion
when the original system uses rich data-types and compu-
tations. A recent survey [2] presents a summary of formal
methods application in industrial automation. In the past 15
years of research certain progress [8], [9] was achieved in
formal modelling of the IEC 61499 architecture, but it was
limited by support of very simple data types, non-timed se-
mantics and small scale systems. In the meantime the power of
model-checking tools and sophistication of supported model-
checking techniques has substantially improved and new op-
portunities emerge.

The notion of Abstract State Machines (ASM), proposed
by Yu. Gurevich [10], has been proven during the past three
decades as an efficient approach for the formal specification
and analysis of computer hardware and software. It has been
used in numerous modeling and verification projects, and later
was introduced into development environments for practical
usage in high-level system design and analysis [11].

The ASM can be used as an abstract modelling language for
high-level system design and analysis [12], model-checking,
and especially effective when different analysis and validation
techniques may be applied to the same model. Various model-
checking techniques have been applied to ASM models, start-
ing with symbolic model-checking using the SMV tool, first
proposed in [13] and later developed in [14], [15], and explicit
state model-checking with SPIN [16], [17].

The Ptolemy II/PTIDES model of computations ensures
execution determinism under an assumption that there is a
known and rather small upper bound on network transmission
delay. However, in distributed control systems the absolute
upper bound is very large, while the average delay time stays
reasonably small. This can happen when an occasional envi-
ronment disturbance interferes with transfer of rather small
number of messages. In this case, the solution of the PTIDES
model to wait for the maximum time to process an event may
lead to significant loss in control system’s performance.

In this paper we propose a different idea, called time-aware
computations (TAC). Instead of aiming at determinism, that is
very expensive in distributed systems, it aims at adaptability
and robustness. It is based on the same event-timestamping
mechanism as PTIDES, but is intended to let the developer
to handle each delay case individually thus minimizing its
impact on functional properties of the automation system. It
allows the controller to take into account actual point-point
delay of the measured sensor readings, and adjust the con-
trol reaction accordingly, instead of trying to put the up-
per bound on it and wait for the maximum possible delay
time.

We propose a comprehensive ASM-based formal model of
the IEC 61499 function block architecture and apply it to
the architecture extended with the event-timestamping mech-
anism of PTIDES. The developed model is an intermediate
formal model representation, which can be used for the pur-
poses of formal verification and as an underlying model of

run-time implementation. In particular, it is the back-end of
the developed open-source software tool fb2smv.

The rest of the paper is organized as follows: Section II
discusses the concept of time-aware computations and related
works. Sections III and IV present the core original contribu-
tion: Section III gives the basic description of the model and
Section IV defines core formal semantics for FB systems with
timestamps. In Section V, SMV models and model-checking
is discussed. Section VI combines several use-cases illus-
trating the applicability range of the proposed concepts and
models. Finally, the Section VII concludes the paper.

II. TIME-AWARE COMPUTATIONS: THE CONCEPT AND
RELATED WORK
We define time-aware computations as a set of methods,
approaches and design patterns to create distributed control
system software that can take advantage of precise informa-
tion of the timing of computations and communications. The
idea of TAC could be partially attributed to the precision
time architecture (PRET) [18], [19], which was introduced to
achieve timing repeatability at one computational node. On
the contrary, in TAC we target distributed systems. In the
following, the main mechanism for achieving TAC is times-
tamping of events, while in PRET it is achieved by taking into
account timing of every micro-operation and calculating the
worst-case execution time.

The main purpose of TAC in distributed automation is
to achieve robustness of the distributed system behaviour in
presence of various disturbances. One such common distur-
bance in the modern automation CPS is related to the jitter
of wireless communication, which is becoming increasingly
important in the automation context.

The works, enabling TAC, can be divided to several groups
as follows.

A. DISTRIBUTED NETWORKED CONTROL SYSTEMS
The progress in distributed networked control systems pro-
vides control methods adjusted to the distributed systems set-
ting. A cornerstone in the evolution towards distributed con-
trol systems was the introduction of event-based control [20],
[21]. Prior to that, an earlier study [22] discussed issues of
decentralized control systems with yet central control, but
sensors and actuators connected over communication network
and addressed questions of modelling random time delays that
occur in communication networks.

B. IEC 61499 ARCHITECTURE
IEC 61499 was introduced as a system-level architecture for
distributed automation systems, extending the software model
of popular programmable logic controllers (PLC), known as
IEC 61131-3 standard, with the means of describing complex
distributed systems composed thereof.

The central structural unit of the IEC 61499 architecture
is function block. As shown in Figure 1, function blocks have
clearly defined interfaces of event and data inputs and outputs.
Event inputs are used to activate the block. There are basic,
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FIGURE 1. Interface of a function block.

FIGURE 2. ECC: a state-machine, defining the behaviour of a basic
function block.

composite and service-interface kinds of function blocks. A
basic function block may have internal variables which are
fully protected, i.e. not directly accessible from outside. As a
result of internal computations the block may change output
data variables and emit output events, which, if connected to
event inputs of other blocks, will activate them.

The behaviour of a basic function block is determined by
a state machine, called execution control chart (ECC), illus-
trated in Figure 2. Semantically, ECC is equivalent to a Moore
type finite automaton. States of ECC can have associated
actions, each consisting of invocation of an algorithm and
emission of an output event. Algorithms can be programmed
in different programming languages even within a single basic
FB. Thus, basic FBs can be regarded as a portable abstract
model of a single controller.

Function block instances can be connected one with another
by event and data connection links, thus forming function
block networks. The connections define control and data flow
between FB instances thus determining the network’s execu-
tion semantics. FB networks are seen as a universal model of
control systems, both distributed and centralized. Functional-
ity of composite function blocks is defined by a network of
function block instances, some of which can also be compos-
ite. This can lead to a hierarchical structure of applications,
as illustrated in Figure 3 for the elevator control application,
which will be discussed in more detail in Section VI-A.

In distributed systems FB instances included in a net-
work can be regarded as independent processes. Communi-
cation between them is abstractly modelled by event and data
passing.

FIGURE 3. Hierarchical structure of an application in IEC 61499.

The IEC 61499 standard includes a mechanism to add more
details to the abstract FB network model of a system. Appli-
cation’s FBs can be allocated to distributed devices, and com-
munication FBs inserted whenever event or data connections
cross borders of devices.

The event-based communication of FBs in IEC 61499 can
be seen as a mechanism making the behaviour of applica-
tions partially agnostic to the underlying distributed hardware
architecture. This mechanism, which can be seen as an ab-
straction of message passing, preserves causality of events
regardless of internal execution specifics of devices, where
parts of the application are executed.

For more details on IEC 61499, we refer the reader to the
proper introductory material, such as the book [23].

C. IEC 61499 FUNCTION BLOCKS FORMAL MODELLING
AND OPERATIONAL SEMANTICS
The IEC 61499 design architecture for distributed automation
appeared to improve determinism and reduce integration and
reconfiguration effort thanks to the event-driven execution
mechanism. The need to prove some properties of distributed
automation systems rigorously has lead to the development
of the corresponding formal execution semantics. The inter-
national standard IEC 61499 for distributed automation de-
fines an event-driven control architecture and a block-based
programming language aimed to fulfill new demand for fully
distributed and flexible control systems for Industry 4.0. The
first version of the standard was released in 2005 with updated
second release in 2012 [4]. While the standard itself well
defines language syntax, tool requirements, compliance pro-
files, etc., there is still a need for strict mathematically-defined
notation, which can be used as a basis to generate various
models and implementations.

The first attempt to model IEC 61499 formally was pre-
sented in [24] by means of a Petri-net derivative called net
condition-event systems. A good summary of early works on
IEC 61499 modelling and verification can be found in [8].
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An attempt to present a formal operational semantics of IEC
61499 is the work [25] by Yoong et al. This approach is, how-
ever, limited by the fact that the semantics was based on the
synchronous paradigm, similar to Esterel. A semantic char-
acterization of PLC programs based on extended λ-calculus
appears in [26], leading towards theorem proving and model
checking.

In [27] timed-models of plants and closed-loop automa-
tion systems are built as constrained timed discrete event
systems and timed controller models respectively. These
implementation-independent models are subsequently trans-
formed into timed automata for verifying timing requirements
such as urgency. Several works transform system artifacts into
format accepted by formal tools. In [28], IEC 61499 systems
are modelled as finite state machines, contracts or modules
in synchronous languages, subsequently allowing the use of
model checkers. Many algorithms use the UPPAAL model
checker to verify timeliness. In [29], IEC 61499 systems are
transformed into timed automata using set translation rules for
verifying timing requirements. However, hardware configura-
tions that affect a system’s timing characteristics are not con-
sidered. Works [30]–[32] look at formally specifying buffered
sequential execution model (BSENI) of the Fuber IEC61499
runtime. They also presents extended finite automata models
that are suitable for formal verification of the proposed execu-
tion semantics.

The works [33]–[35] give the first description of FB for-
mal model with ASM. This model can be (and is) used as
a basis to build applied models for formal verification and
simulations. For example, various works by the authors of
this paper on SMV modelling and formal verification of IEC
61499 function blocks [36]–[38] and the fb2smv converter
tool [39] are using underlying elements of the ASM-based
formal semantics.

D. CPS MODELING WITH TIMESTAMPS
The concept of event timestamping was originally devel-
oped in research on determinism of cyber-physical systems.
Cyber-physical system concept can be described as integra-
tion of tightly connected computer system and physical pro-
cess where physical process can affect computations and vice
versa [40].

A large research was done by Lee et al. on cyber-physical
systems concept in general and distributed software [41], lead-
ing to creation of PTIDES [42] model of computation and
Ptolemy II software framework for distributed CPS modelling
and simulation. As mentioned in Section III-A, semantic basis
and its implementation were suggested by Dai et al. [43],
however, the authors did not consider the time-aware com-
putations concept.

E. CYBER-PHYSICAL AGNOSTICISM
Possible enhancement of PTIDES model in application to
IEC 61499-based control systems was first proposed in [44].
Instead of full determinism in exchange to control systems

performance derived from PTIDES model, a different ap-
proach was proposed: to process messages (events) immedi-
ately when they received, but take actual communication de-
lay into account in the control algorithm. Instead of determin-
ism in PTIDES model, this property was called cyber-physical
agnosticism or CPA in short.

From the perspective of control theory, distributed con-
trol systems were studied in the late 1990-th by J. Nilsson
et. al. [22], [45], addressing the problems of optimal con-
troller generation and control system modelling and analysis
for distributed configuration with random delays. However,
that work was focused on the configuration with centralized
controller and remote sensors and actuators (in low-latency
networks). It does not consider the case where the controller
itself is distributed across several nodes.

III. MODEL BASICS
The semantic description of IEC 61499 extended with times-
tamps, presented in this section, is meant to be used as a for-
mal basis for different models in implementation, validation
and formal verification of IEC 61499-based control systems.
The model is designed in a way to keep a certain level of sim-
plicity in order to address the state space explosion problem
widely observed when using formal verification techniques,
preserving, at the same time, the crucial semantic features.

A. FLATTENED FB MODEL
As illustrated in Figure 3, a composite function block, or
an IEC 61499IEC 61499 application can have hierarchical
organisation due to the fact that composite function block
definitions can include instances of other composite function
blocks.

As for composite function blocks, their execution model
has not been fully clarified in the standard. According to [46],
there are two possibilities: to execute a composite FB as an
entity or as a transparent container, i.e. a flattened FB network.
In this work, we follow the transparent container model and
further specify its implementation: our flattening approach,
based on [47], [48], uses the concept of data valves, preserving
the semantics of interfaces (the event-data associations and
data latches). Events and data in our model are transferred
through interface border in and out immediately when they
appear.

A flat FB system consists of the following elements:
� Basic function blocks (BFB)
� Service interface function blocks (SIFB)
� Composite FB input interfaces
� Composite FB output interfaces
Fig. 4 shows an example of the flattened model structure of

a composite FB “quad” on the top level, that was composed
of the instances “tw1” and “tw2”. Each of the latter is also a
composite function block, composed of two instances of the
basic function blocks INC and DEC respectively.

Basic function blocks in our model are executed as atomic
units, that is while a BFB is being executed, no other actions
are possible (except buffering of input events from SIFBs),
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FIGURE 4. Flattened FB system.

therefore a basic FB execution time should be as short as
possible.

The key difference of the CFB model from another IEC
61499 structure, called subapplication, is that events and data
are still bound together by means of the WITH-associations,
while in a subapplication events and data are always trans-
ferred independently. The WITH association between event
and data interface elements of a function block determines that
the data element is sampled only when the associated event
occurs.

The presented modelling approach sets certain restrictions
on FB systems that can be modelled, as follows:

1) A data input of one FB can be connected to only one
data output of another FB. (Event connections are free
of such restrictions and implicit usage of the E_SPLIT
and E_MERGE standard function blocks is assumed for
splitting and merging events respectively.)

2) Each event or data input of a component FB can be
connected to only one input interface.

3) Each event or data output of a component FB can be
connected to only one output interface.

Most of these restrictions do not limit the generality as they
follow the rules of IEC 61499.

While the proposed model for composite function blocks
does not support the IEC 61499 principle of “run to comple-
tion,” it can be be further enhanced with this feature, but on
account of some complications. One should note that different
implementations of IEC 61499 treat the “run to completion”
principle differently and the standard itself does not elaborate
on this side of the composite FB execution model.

B. MODELLING TIMESTAMPS
The IEC 61499 model, introduced in this paper, uses event
timestamps as proposed in [49] and further elaborated in [43],
[50]. This mechanism is not yet a part of the standard, but is
already supported by some of the implementation tools, such
as IDE Neptune [51] and is considered to be a useful extension

for its ability to check timing guarantees and implement robust
time-aware behaviour.

All input and output events of function blocks are loaded
with timestamps. A timestamp is determined by two vari-
ables: the event birth time (we will further refer to it as TB-
timestamp) and the event last update time (further referred as
TL-timestamp). Intuitively, an event birth time is the system
time, when the event was created by the event-producing FB
and the last update time is when the event was last processed
by a function block (or passed through an interface) firing a
consequent event. The event birth time is created either by
an event-producing SIFB, or by a user-defined event creating
BFB. The closest to the above semantics and implementation
was proposed by Dai et al. [43], however, the paper does
not give a complete semantic description of FB systems and
does not consider a possibility to use timestamp information
in control logic.

To ensure a fully deterministic execution of a FB system
(in a single resource), besides the timestamps, we also use
the principle of unique priorities of execution elements. For
example, in the whole system there should not be two input
events (of any FBs) with equal priority. This is achieved by
using two priority levels: a) unique FB priorities in the system
and b) unique local priorities of event inputs/outputs within
a single FB or interface. Priorities are taken into account iff
timestamps of two or more active events are equal. The times-
tamps are meant for received events at the time of evaluation.

C. MODELLING EVENT SCHEDULER
The formal model definition consists of two parts: model
schema and model dynamics. The model schema describes the
static part of the model (including basic syntactic constructs,
variables and common functions). The model dynamics is de-
scribed by the rules of state variables (and functions) change.

In addition to the earlier mentioned structural restrictions
for the FB system, the model-level abstraction is used to
improve model-checking performance. The abstractions are
based on the following assumptions:
� The model does not take into account clock synchro-

nization error on different devices. It is assumed that the
error is handled on the application level and not by the
execution semantics.

� The model considers only FB application execution
within a single resource.

� FB execution in a resource is always sequential. Re-
sources (or devices) run separately and independent from
each other.

� The model uses a discrete time notion, where time do-
main T = {unde f , 0, 1, 2, . . .} is a set of discrete time
values in the system. unde f means that time is not de-
fined or non-important.

However, too much independence in execution of compos-
ite FBs can lead to a behavior unwanted in some execution
models, for instance:
� A composite FB could be triggered when not all its

components finished executions (CFB reenterability).
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� A component FB inside a CFB could be executed multi-
ple times.

� Execution of component FBs from different CFB in-
stances could interleave.

It is assumed that a resource includes a scheduler that
controls execution of FBs. Execution of the FB system com-
ponents in a single resource is always sequential (since a
resource is usually implemented as non-preemptive to ensure
deterministic behaviour) [52].

The scheduler is built upon a chronologically ordered event
queue (events in a queue are ordered by TL-timestamps). The
scheduling elements in the queue are events and execution
elements are FBs and interfaces.

For the sake of model’s simplicity, we will use an implicit
event queue in the model instead of explicit queue in runtime
implementations. An implicit queue is formed as a set of
events buffered on event inputs of BFBs, SIFBs and CFB
interfaces. There is a chronological order relation defined on
this set. In case of implicit event queue, the elements are not
bound into a list. When describing the work of the scheduler,
it is convenient to use a queue of execution elements, i.e.
FBs and interfaces, instead of a queue of events. It is possi-
ble to uniquely map the events to their associated execution
elements.

For the reference, the listing below shows an abstract al-
gorithm of a possible scheduler implementation. During the
event transfer, we need to consider not only the FB that has
just finished execution, but also the event-producing SIFBs.
We assume that the need precautions are taken to insert the
newly produced events into the event queue safely, asyn-
chronously and concurrently to the scheduler algorithm.

scheduler = while execQueue not empty do

choose x ∈ execQueue :

x has a minimum timestamp and

the highest priority among other elements

with the same minimum timestamp (if any)

pm(x) (1)

where pm(x) is the execution rule for the corresponding
schedulable element x (e.g. a BFB). However, keeping in mind
the performance of model-checking, we do not use explicit
scheduler in the model, but instead the active event selection
is done by special predicates directly in the execution rules.

Concluding the above, we can summarize main differences
between formal model and actual implementations:

1) Model uses implicit event queue, while implementa-
tions use explicit event queue;

2) Model does not have an explicit scheduler, instead, it
uses predicates for selection of an active event among
timed prioritized events;

3) Model is based on sets, functions and ASM rules, while
a real implementation uses FB artefacts and computa-
tions based on them.

Model operation is based on transitions from one model
state to another according to certain ASM rules. This can be
called a rule-driven execution, when the model operation is
defined by execution of enabled ASM rules.

D. BASIC NOTATION
A model of a flat FB system S is formally defined as

MS = (SyntS, SemS ) (2)

The syntactic part is what is defined by the IEC 61499
abstract syntax and can be described as a tuple:

SyntS = (FBS, INS, OUTS, PRS,

EVCONNS, DCONNS ) (3)

where FBS is a set of component FB instances in the sys-
tem (only BFB and SIFB, composite FBs are unfolded into
interfaces and connections by flattening, as discussed in Sec-
tion III), INS is a set of input CFB interface instances, OUTS

- set of output CFB interface instances, PRS is a set of pri-
orities, EVCONNS and DCONNS are sets of event and data
connections in the system.

We call component FBs, input and output interface in-
stances - execution elements and define a set ELS = FBS ∪
INS ∪ OUTS for this purpose. Every execution element has its
unique priority from the PRS set. A priority of an element x
in the system is referred as priorS (x), where priorS : ELS →
PRS .

The semantic part of the system description will be:

SemS = (EIFB, EOFB, EIIN , EOOUT ,

V IFB,V OFB,V IIN ,V OOUT , τ ) (4)

First eight elements of the tuple are event and data inputs
and outputs of BFBs/SIFBs and CFB interface instances. (Dif-
ferent lower indexes FB, IN and OUT indicate subsets of com-
ponent function blocks, input interfaces and output interfaces
correspondingly) τ is a monitored 0-ary function, returning
system (resource) clock value (in ASM model, the term “mon-
itored” means the function’s change is not defined by ASM
rules, but read (monitored) from external environment, e.g.
user input or external simulator). For all data variables we
define a universal value function Val : VARS → VAL, where
VARS = V IFB ∪ V OFB ∪ V IIN ∪ V OOUT is a union of all sets
of data variables in the model and VAL = B ∪ I ∪ F is a
domain including all possible values (in this model we limit it
to Boolean (B), integer(I) and float(F ) data types). Changes
to variables are determined by the ASM rules, which are listed
below in the section IV.

Generally, most of the actions performed in the model are
delegated to the execution elements. On the top level it makes
sense to define just the rules for active event selection and
some basic commons.

First, we define three functions over an event e ∈
EVS (EVS = (EIFB ∪ EOFB ∪ EIIN ∪ EOOUT )):

Fired : EVS → B defines whether event e is fired or not;
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T b : EVS → T is a function assigning TB-timestamp of the
event e;

T l : EVS → T is a function assigning TL-timestamp of the
event e.

The main predicate to be used for active event selection is
as follows:

IsAct ive(e) = (Fired (e) ∧ T l (e) = MinT l

∧ prior(get_ f b(e)) = MaxPrior(MinT l )) (5)

where get_ f b(e) is an execution element (in this case it is a
FB) which correspond to event e;

MinT l is an 0-ary function showing current minimal T L
timestamp value in the model;

MaxPrior(MinT l ) is the maximum priority of execution
elements that have a minimum timestamp (in the current
state);

Model dynamics on the top level is defined by the model’s
main rule, which is parallel execution of all its components’
main rules:

main = for all x ∈ ELS do

pm(x) (6)

When defining the ASM model of a FB system, static,
derived, and dynamic functions are used. The derived func-
tions are those coming with a specification or computation
mechanism given in terms of other functions.

IV. FORMAL SEMANTICS WITH TIMESTAMPS
A. BASIC FB
1) MODEL SCHEMA
A basic function block model can be formally presented as
MFB = (SyntFB, SemFB). As in [34], we define the syntactic
part as follows:

SyntFB = (Inter f ace, ALG, IV, ECC,Val0, t ) (7)

It consists of the interface, a set of algorithms (ALG), execu-
tion control chart (ECC), a set of internal variables(IV ), a set
of initial values (Val0). We modify the basic semantic defini-
tion, given by the IEC 61499 standard, adding extra element -
t , which represents the last active event’s TB-timestamp.

A basic function block interface is a tuple Inter f ace =
(EI, EO,V I,V O, IW, OW ), where EI ⊂ EIFB is a set of
event inputs of the basic function block, EO ⊂ EOFB is
a set if event outputs, V I ⊂ V IFB is a set of data inputs,
V O ⊂ V OFB is a set of data outputs, IW and OW are sets of
WITH-connections for the basic FB input and output interface
correspondingly. For every WITH-connection iw ∈ IW we
define two functions: Event : IW → EI and Data : IW →
2V I . Result of Event (iw) is a single event e ∈ EI associated
with iw; Data(w) returns a subset [V I] ⊆ V I of associated
data inputs. In a similar way we define Event : OW → EO
and Data : OW → 2V O for ow ∈ OW . We used the polymor-
phism principle defining the functions Event (iw)/Event (ow)

TABLE 1. ECC Operation State Machine

and Data(iw)/Data(ow), however, in certain implementa-
tions they can be just named differently, for example, using
suffix notation.

As discussed in [34], the functioning of a Basic Function
Block is defined by means of ECC. IEC 6499 ECC Operation
State Machine (OSM) defines an internal state machine for
ECC transition behavior. Table I below shows briefly the OSM
behavior.

One must note that the set-theoretical ASM notation is quite
complicated. To make the model presentation better readable
and usable, as compared to [35], we follow a higher level of
abstraction (without loosing rigorousness) and switch (where
it makes sense) from the notation of runtime variables and
value update functions to abstract ASM functions, so we can
produce more elegant and compact description.

The semantic part of the basic FB model is defined as a
tuple of functions:

SemFB = (Ecc, Osm, Na, Ni, Bu f f er) (8)

where Ecc : FBS → ECSTAT ES is a function represent-
ing the ECC state for the function block instance f b,
where ECSTAT ES is a set of ECC states; Osm : FBS →
OSMSTAT ES; OSMSTAT ES = {s0, s1, s2} - function rep-
resenting OSM state for the function block instance f b.

Na : FBS → N is the ECC action pointer, showing the
number of executing ECC action, where N = {0, 1, 2, . . . }
is a set of non-negative integers. If Na( f b) = 0, then it is
considered that no ECC actions are executing at the moment.

Ni : FBS → N is the algorithm step pointer if the basic
FB f b ∈ FBS . If Ni( f b) = 0, we consider that the algorithm
execution is finished.

Also, since the input data has to be buffered in the BFB
when there is an active input event, we define a function
Bu f f er : V I → VAL which corresponds to the internal buffer
value, associated with data input d ∈ V I , and we will use
Val : V I → VAL to define the input (before buffering) value
of d ∈ V I .
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2) MODEL DYNAMICS
The Basic FB dynamics is defined by the following rule:

pFB
m ( f b) = (pFB

start ( f b), pFB
EvReset ( f b), pFB

OSM ( f b),

pFB
ECC ( f b), pFB

Ni ( f b), pFB
EvOut ( f b),

pFB
Finish( f b)) (9)

The rule is parameterised with f b, which means that for every
f b ∈ FBS there should be executed an individual instance of
the rule. pFB

m on its own consists of several sub-rules responsi-
ble for changing specific state variables and functions for the
function block instance f b.

The first sub-rule: pFB
Start ( f b) is responsible for BFB in-

stance execution start routine, selecting active input event and
buffering data from input interface.

pFB
Start ( f b) =

with e ∈ EI :

isAct ive(e) ∧ Osm( f b) = s0

do

t ( f b) := T b(e)

forall iw ∈ IW : Event (iw) = e do

forall d in Data(iw) do

Bu f f er(d ) := Val (d ) (10)

This rule is activated when the following conditions are
met:

1) one of BFB event inputs is active;
2) BFB is “free” i.e. its OSM is in the state s0;
When the rule is activated, the following actions are per-

formed:
1) initialize “TB” timestamp variable with the value from

the active event input;
2) sample the input data, associated with the active input

event.
The next sub-rule: pFB

EvReset ( f b) is responsible for resetting
event buffers. When the OSM is in the state S1 (which means
that BFB has started the active execution phase) it resets the
active event and the related timestamp buffers.

pFB
EvReset ( f b) =

forall e ∈ EI : isAct ive(e) ∧ Osm( f b) = s1 do

Fired (e) := f alse

T b(e) := unde f

T l (e) := unde f (11)

The operation state machine (OSM) is responsible for con-
trolling basic function block’s operation state, i.e. executing
data sampling, ECC transitions, algorithms, etc., in the correct
order. It is defined by its state Osm( f b) and transition rule
pFB

OSM . But before defining it, we need to define some auxiliary
functions. First, we define a set of ECC transitions ECT RAN ,

for each element tr ∈ ECT RAN we need to individually de-
fine a guard condition Guard : ECT RAN → B - is a derived
function (predicate) to be used in ECC transition. Function
Ei : ECT RAN → EI returns event Ei(tr), associated with
specific ECC transition tr (note that only one event can be as-
sociated with each transition). Src : ECT RAN → ECSTAT E
and Dst : ECT RAN → ECSTAT E define source and des-
tination ECC states correspondingly. Function Enabled :
ECT RAN → B will be used as a predicate to check if a spe-
cific ECC transition is enabled. It can be defined as follows:
Enabled (tr) = IsAct ive(Ei(tr)) ∧ Guard (tr).

We also define a function ExistsEnabledECtran : FBS →
B, such that ExistsEnabledECtran( f b) = true if there is at
least one enabled ECC transition in f b and false otherwise.
The function is parameterised with FB instance f b ∈ FBS

which means it returns individual value for every FB instance.
We do not use this parameter in the definition, but we assume
that the transition set ECT RAN belongs to the instance f b.

ExistsEnabledECtran( f b) = exist tr ∈ ECT RAN :

Enabled (tr) ∧ (Ecc( f b) = Src(tr)) ∧ (Ecc( f b) = Src(tr))
(12)

The OSM functioning is defined by the following rule:

pFB
OSM ( f b)=
if (Osm( f b)=s0 ∧ (existe ∈ EI :

isAct ive(e)) then

Osm( f b) :=s1

else if (Osm( f b)=s1 ∧ ExistsEnabledECtran( f b) then

Osm( f b) := s2

else if (Osm( f b)=s2 ∧ Na( f b) = 0) then

Osm( f b) := s1

else if (Osm( f b)=s1 ∧ ¬ExistsEnabledECtran( f b)) then

Osm( f b) := s0 (13)

OSM starts with transition from state s0 to s1 when there is
an active input event. The OSM is transitioned to s2 when its
state is s1 and there exists at least one enabled ECC transition,
and returns to the state s1 when all ECC actions are executed
in the current ECC state. Finally, the OSM will return to s0

from s1 if there are no enabled ECC transitions.
The ECC functioning is defined by the following rule:

pFB
ECC ( f b) =
choose tr ∈ ECT RAN : (Ecc( f b) = Src(tr)

∧ Enabled (tr) ∧ Osm( f b) = s1)

do Ecc( f b) := Dst (tr) (14)

Every ECC state may have one or more ECC actions as-
sociated with the state. When OSM is in the state s2, these
actions are executed in the order they’ve been defined. To
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schedule execution of ECC actions, in the BFB model schema
we defined a counter Na( f b). Update of this counter value is
done by the pFB

Na sub-rule (15).

pFB
Na ( f b) =

if Osm( f b) = s1 then

Na( f b) := 1

elseif Osm( f b) = s2 ∧ Ni( f b) = 0∧
Na( f b) < MaxNa(Ecc( f b)) then

Na( f b) := Na( f b) + 1

elseif Osm( f b) = s2 ∧ Ni( f b) = 0∧
Na( f b) = MaxNa(Ecc( f b)) then

Na( f b) := 0 (15)

When we say that an ECC action is executed, we actually
mean execution of algorithm alg ∈ ALG associated with this
action and subsequent firing of associated output event. In
BFB model schema we defined an algorithm step counter
Ni( f b). As before, we first need to define some auxiliary
functions. A static function MaxNa : ECSTAT E → N de-
fines maximum value for actions counter (total number of
actions) for each specific ECC state. We assume that algorithm
step counter Ni( f b) is updated by the sub-rule pFB

Ni during
algorithm execution and therefore, the rule for its update is
specific to each algorithm. As mentioned in the model schema
definition, Ni( f b) = 0 always means that an algorithm execu-
tion has finished.

Finally, a basic FB has to output events and data and fin-
ish its execution. We assume that if there is an output event
e ∈ EO associated with ECC action, after algorithm execution
finished the function Out (e) will be set to true. Therefore, we
can define the output sampling sub-rule pFB

EvOut as follows:

pFB
EvOut ( f b) =
forall e ∈ EO : Out (e) do

forall c ∈ EVCONNS : Src(c) = e do

Fired (Dst (c)) := true

T b(Dst (c)) := t ( f b)

T l (Dst (c)) := τ

forall ow ∈ OW : Event (ow) = e do

forall d ∈ Data(ow) do

forall dc ∈ DCONNS : Src(dc) = d do

Val (Dst (dc)) := Val (d ) (16)

B. COMPOSITE FB
As noted in sec. III-A, we decompose a composite function
block into two independent interface modules: input and out-
put. The data valve concept, described in works [46]–[48],

FIGURE 5. CFB input interface. Syntactic (a) and semantic
(b) representations.

despite all its advantages, may result in more complicated
models when a single data input belongs to more than one data
valve. Therefore, keeping in mind model simplicity desired
for formal verification, we represent CFB interface as a single
entity instead of (possibly) several data valves. Figure 5 (a)
and (b) show syntactic and semantic representations of the
CFB input interface.

1) INPUT INTERFACE MODEL SCHEMA
As for basic function block, we simply define the model of
input interface as MIN = (SyntIN , SemIN ), omitting individ-
ual indices (i.e. Synt i

IN , Semi
IN ), but assume that all elements

belong to an individual instance of an interface.
The syntactic part, defined as SyntIN = (EI,V I, IW ), con-

sists of input events EI , input data V I and WITH-connections
IW .

In the semantic part, we do not define any more entities, but
reuse some component definitions given in the overall model
and the BFB descriptions.

2) INPUT INTERFACE MODEL DYNAMICS
Input interface operation consists of four steps:

1) Setting of the input event timestamps;
2) Transferring created output event to receivers;
3) Transfer of associated data to receivers;
4) Active (processed) input event reset.
It should be noted that the role of an input event in the input

interface is changed. When the interface is “triggered,” the
active input event becomes an output event for this interface
and is transferred to the corresponding event receivers.

We assume that scheduler has chosen an active event input
that belongs to the current interface.

Here we try to follow a unified approach, when a received
event/data is held in an input buffer, associated with CFB
input interface until it is processed (same as for BFB), and
output events are transferred to destinations of the correspond-
ing event and data connections by the FB/interface that trig-
gers the event or creates the data. An input interface module
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dynamics is defined as follows:

pIN
m (ii) =
forall e ∈ EI : IsAct ive(e) do

forall c ∈ EVCONNS : Src(c) = e do

Fired (Dst (c)) := true

T b(Dst (c)) := T b(e)

T l (Dst (c)) := τ

forall iw ∈ IW : Event (iw) = e do

forall d ∈ Data(iw) do

forall dc ∈ DCONNS : Src(dc) = d do

Val (Dst (dc)) := Val (d )

Fired (e) := f alse

T b(e) := unde f

T l (e) := unde f (17)

3) OUTPUT INTERFACE MODEL SCHEMA
Similar to the input interface, the output interface model
is defined as a tuple MOUT = (SyntOUT , SemOUT ) where
SyntOUT = (EO,V O, OW ) is a syntactic part of an interface,
SemOUT - semantic part of an interface.

4) OUTPUT INTERFACE MODEL DYNAMICS
An output interface model dynamics is defined by the rule
pOUT

m .

pOUT
m (io) =
forall e ∈ EO : IsAct ive(e) do

forall c ∈ EVCONNS : Src(c) = e do

Fired (Dst (c)) := true

T b(Dst (c)) := T b(e)

T l (Dst (c)) := τ

forall ow ∈ OW : Event (ow) = e do

forall d ∈ Data(ow) do

forall dc ∈ DCONNS : Src(dc) = d do

Val (Dst (dc)) := Val (d )

Fired (e) := f alse

T b(e) := unde f

T l (e) := unde f (18)

Execution of the rule above will perform the following
actions:

1) set timestamps for the output event;
2) send output event to corresponding event receivers;
3) output data, attached to the active output event by

WITH-connections;
4) reset active output event buffer.

V. MODELLING IN SMV
As defined in the previous section, we use discrete time
Time = {unde f , 0, 1, 2, . . . } in the model, where 0, 1, 2, . . .

refers to abstract time steps, which could be of different
length (e.g. millisecond, or ten milliseconds, or one second),
depending on each particular case study. The model is built
around the delayed-transition concept where certain transi-
tions between model states require some time. However, some
transitions may take just 1 or 2 time steps, and some other
may take hundreds, or the opposite - delay is so small that
we consider timing of this particular transition non important.
In such a case, a uniform time flow would lead to creating
a vast amount of intermediate states in the model state space
(and counterexamples) where nothing important to a system
behaviour happens, except incrementing a timer variable. To
address this problem, in [38], [53] we proposed a shifting-time
model, where the time of a nearest timed action is calculated
by an especially introduced “time scheduler” module and
the model is transitioned to that moment in time, avoiding
“empty” time increment states.

IEC 61499 standard defines standard library function
blocks E_DELAY and E_CYCLE as program timers to be
used in control software. E_CYCLE function block can be
easily represented by E_DELAY with a feedback event con-
nection from EO to START, therefore we will describe only
E_DELAY function block here.

To handle timestamps, we have to introduce global time
in the system. The main problem is that the ever increas-
ing global time variable would make the classic model-
checking intractable. However, we can always perform
model-checking for a limited trace length with bounded
model-checking (BMC). To bound the model’s state space,
only the time interval from 0 to T_max is considered during
verification. The global time variable is determined by the rule
below, where γ means the end of all execution at the given
moment of time (all component FBs’ execution finished and
there is no active input events in the system) and Doi is the
time scheduler’s output variable for the i’th timer block.

TGlobal < Tmax ∨ γ ∨ (∧(Doi )) ⇒ TGlobal = TGlobal + Dmin

(19)
Listing in Figure 6 shows the SMV code of time scheduler

with global time for two delay blocks. Note that the SMV
code for time scheduler is generated individually for a specific
number of delay blocks it has to handle.

VI. CASE STUDIES OF TIME-AWARE COMPUTATIONS
We discuss in this paper three examples of the time-aware
computations application:

1) Time-aware backtracking;
2) Continuous time-aware control;
3) Time-Complemented Event-Driven approach.
These examples are presented briefly in the following sub-

sections. One should note that these case studies were pre-
sented in more detail in the respective separate publications.
The purpose of presenting the cases here is to consolidate
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FIGURE 6. Time scheduler for two delay blocks.

the experiences from the TAC use in different ways and in
different application scenarios.

A. TIME-AWARE BACKTRACKING: ELEVATOR CASE STUDY
Time-aware backtracking is applicable to reversible processes
with discrete control algorithms. It follows the simple idea
that if late arrival of a message from another device in dis-
tributed control system indicated that controlled process has
missed an important key point, it can be reversed back to that
point and certain actions can be performed after that. In the
paper [54] we showed a simple case study of where and how
time-aware backtracking can be applied. It can be viewed as a
sort of “toy” example, demonstrating, however, all necessary
elements.

A building with three floors is equipped with an elevator as
shown in Figure 7. Each floor has elevator doors, a call button
and a cabin position sensor. When a user presses a call button,
the elevator controller initiates the cabin to move towards the
user’s floor (by sending up and down signals to the motor
driver). When the elevator cabin reaches the desired floor,
the position sensor sends the signal that the cabin is at the
desired floor to the controller and controller stops the motor
and opens doors. The decentralised function block control
application, shown in Figure 7, is designed with distributed
hardware architecture in mind, where nodes are connected
with wired or wireless networks.

It is assumed that the cabin position sensors are connected
to the controller via a wireless network and there can appear
a random delay long enough to make the elevator overshoot

FIGURE 7. Elevator and its distributed function block application.

FIGURE 8. Elevator error.

by a sensible distance. Thereby it is possible to get the cabin
stopped in a wrong position and have the doors opened there
(see Figure 8). We assume that due to the random nature of
the communication delay, it is impossible to predict when the
elevator will miss the floor, but it is possible to detect it using
event timestamps and perform actions to correct the position.
When the sensor reading arrives, its timestamp is compared
against the present time in the PLC and if the time difference
�t = tpresent − tt imestamp is greater than the maximum safety
range, the sensor data is considered as outdated and a position
correction must be performed.

To simplify the model, the elevator speed is considered
constant and to correct the cabin position, the elevator motor
is switched backward for the duration �t . It is possible to
calculate the actual elevator correction time for the motor con-
sidering acceleration/deceleration calculated with knowledge
of weight, motor power, etc.

In the control logic, this approach was implemented by
adding special “correction” states to the ECC diagram of the
controller. Figure 9 shows the fragment of the ECC diagram
with the state for the position correction (Correct1u) when the
elevator misses the floor 1 going up, a similar state is added to
ECC for all six possible combinations of floor and direction.

The behaviour of the function block application was in-
vestigated by means of model-checking. The fb2smv model
generator, that is based on the formal model, presented in
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FIGURE 9. Fragment of ECC diagram with position correction state.

FIGURE 10. Plot from a trajectory in the model state space representing
correction of the elevator’s position.

this paper, was applied to generate the formal model in SMV
language given the source code in IEC 61499. The model was
checked against specifications stating that the elevator always
stops in the required floor and in the position safe for door
opening for a range of the communication jitter values.

Figure 10 shows a plot from nuSMV counterexample with
corrected elevator position. The time scale is given in abstract
time units, grey area shows when the elevator doors are open.
To reduce the SMV model state space, elevator’s continuous
movement was modelled as a timed automaton with seven dis-
crete positions where each transition between two subsequent
positions takes 2 time units.

As pointed out in [50], model-checking has shown signifi-
cant advantage as compared to testing by simulation in terms
of the time, spent on the system’s testing.

For more comprehensive details on this case study the
reader is referred to [50], [54].

B. CONTINUOUS TIME-AWARE CONTROL
Continuous time-aware control is a wide category of patterns,
where a knowledge of communication delay is used to adjust
the control action accordingly.

Case study in [49], [53] shows an example of time-aware
PID control. Figure 11(a) shows a linearly moving cylin-
der with centralized PID control implemented using funcion
block diagram of IEC 61499. Figure 11(b) shows the same
example, but with distributed control. The function block dia-
gram is mapped onto two devices. Here the cylinder’s position
detected by a sensor is transferred via wireless communication
network, where random message passing delays may occur.
In a simulation model for this example we compared three

FIGURE 11. Cylinder with PID control: (a) centralized; (b) distributed.

FIGURE 12. Cylinder with PID control. Ideal (blue), distributed with
random delay(red), distributed with TAC (green).

versions of control system running at a same time: first - ideal
with centralized control and no communication delay (blue
plot in Figure 12), second - with same control logic, but dis-
tributed control loop as mentioned before (red in Figure 12),
and finally the third - with random delay and time-aware PID
control (green in Figure 12).

The results show how time-aware PID control allows more
smooth movement compared to just a classic control logic in
case of distributed control system. Both are of course outper-
formed by the ideal control system case, where no communi-
cation delays occur.

This system was also verified using the SMV model-
checker with the prior help of the fb2smv model genera-
tor [53].

C. TIME-COMPLEMENTED EVENT-DRIVEN (TCED)
APPROACH
Time-complemented event-driven (TCED) approach in [55]
proposes a control architecture, where a control decision is
made in advance and events triggering control actions are
scheduled to be executed at a certain time.

The idea is to provide the actuating events not with past, but
with future time stamps, and use a smart actuator with built-in
scheduler and synchronized clock to perform control actions
at a certain time.

Implementation of this idea could be also done using the
time-aware computations concept. For example, for the case
of material handling systems from [55], the property to be
verified would refer to the precision of the object diversion
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FIGURE 13. User interface of the fb2smv model generator.

FIGURE 14. Structure of the generated SMV code.

in presence of disturbances, such as communication jitter.
Implementation of the formal verification for TCED using
fb2smv and NuSMV model-checker is planned in future work.

D. ROLE OF ASM MODELS IN FORMAL VERIFICATION
TOOLCHAIN
The main motivation to use ASM is the need for an interme-
diate formal model, which can be used to generate different
models (e.g. SMV) or executable code. For example, the ASM
model of function blocks is used in the fb2smv converter [39],
which converts IEC 61499 description files in XML to SMV
code for formal verification. Its graphical user interface is
presented in Figure 13 . The window shows the loaded top-
level FB PNP_PLANT_MS_CONTROL_FOR_SMV and its
nested FBs. In addition, in the Connected variables field,
one can observe all the variables associated with the selected
cyl1_fwd variable.

The transformation rules to generate output model in
fb2smv are based on the defined ASM semantics. The gen-
erated SMV model structure is presented in Figure 14. One

can see that the SMV code of both basic and composite FBs
consists of the static declarations part (what was referred to as
model’s schema), and the rules part, which are the ASM rules,
discussed in this paper and represented in the SMV language.

The fb2smv tool is a part of formal verification tool-chain,
that includes the model checker NuSMV and the tool for
counterexample analysis in terms of the original FB system.

VII. CONCLUSION AND FUTURE WORK
In this paper, we presented for the first time a novel formal
model of IEC 61499 which can be used as a universal formal
intermediate semantic layer. Unlike the existing formal mod-
els of IEC 61499, this one can be used for many purposes,
providing a semantic reference to the entire function block
system. For example, the model is used as as a back-end
of the fb2smv model generator: the generated SMV code is
structured according to the proposed ASM structure and rules.
Moreover, we modelled the semantic extension of IEC 61499
with event timestamping, paving the way to both formal anal-
ysis of the applications, following the extended syntax and
semantics, and developing novel run-time execution engines,
based on a formal model of execution.

Formalization of model semantics for IEC 61499 based
control systems opens a path for building various models of
such systems for simulation and formal verification. Synchro-
nized device clocks and event timestamping plays a key role
in dependable distributed control systems for Industry 4.0.
In this work, we addressed the problem of formalization of
such systems’ semantics using ASM notation and proved its
consistency on several examples where we applied formal ver-
ification methods (i.e. model-checking) to the models based
on this semantics.

To claim for completeness, this model needs to be ex-
tended to address inter-resource (inter-device) communica-
tions and clock synchronization errors inevitably occurring in
distributed systems. This is the matter for future work.
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