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Abstract—This article presents an approach for implementing distributed multi-agent control of a multi-axis manipulator using decentralised trajectory interpolation. The approach is prototyped using communication architecture of the Robot Operating System (ROS) framework. Also, using the proposed approach, the simulation was performed in the Copella Simulator. The solution aims at enabling multi-axis machines with intelligent axes having embedded controllers, capable of following trajectories without central control system.
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I. INTRODUCTION

The plug-and-produce concept [1] has been inspiring the automation world as enabler of manufacturing flexibility. When applied to manufacturing machines, it means the ability to quickly modify the machine by substituting certain mechatronic components with functionally equivalent ones, or even build a machine from a variety of available components and then make the machine running with minimum effort spent on configuration and programming. This implies the mechatronic components to be intelligent enough to allow for such a seamless and effortless integration.

A typical example of a manufacturing machine, composed of intelligent mechatronic components, a multi-axis handling system of AFAG AG, is shown in Figure 1. Each of the axes is equipped with an embedded motion control system based on a microcontroller. However, it still requires a central control system to translate the trajectory of the required motion to the control tasks of each axis controller.

Figure 1. Multi-axis handling system of AFAG [3].

In the ongoing H2020 project 1-SWARM, the ambition is to achieve the equivalent behaviour of such machines without the central controller, applying the multi-agent control architecture. This would drastically increase the plug and produce capabilities of machines. Moreover, the solution is sought in terms of the distributed automation architecture of the IEC 61499 standard to enable portability and interoperability. This paper reports on the initial steps and results achieved. The paper is structured as follows. In Section II the problem is formulated. In Section III the related works are briefly observed. Section IV presents briefly the mathematical foundations of the forward and reverse kinematics problem. Section V reviews relevant services of the Robotic Operating System (ROS), which was used as a convenient prototyping framework. Section VI discusses the developed multi-agent distributed control method and Section VII presents simulation results. The paper is concluded with discussion of the results.

II. PROBLEM STATEMENT

The task of distributed multi-agent manipulator control consists in synthesizing motion control for each axis along the specified trajectory, that is defined by a set of points in spatial coordinates. The problem is divided to the following tasks:

1. Distribute control between the distributed control nodes to perform the trajectory task.
2. Develop a communication scheme between the node controllers.
3. Develop an algorithm for coordinated online adjustment of the local control actions.

III. RELATED WORKS

Multi-agent approach to the plug and produce implementation is proposed in [4].

A step towards decentralised motion control using the skills OPC-UA profile was investigated in [6], providing a standardised communication interoperability layer for plug and produce.

The work [7] proposes a kinematic model for a swarm of agents able to exhibit the formation of vortices around a given reference trajectory and to deal with uncertainty in the reference information.

The paper [8] presents a modular and distributable approach for kinematic and dynamic control of serial handling systems using IEC 61499 and exemplified with a Scara robot.

In [5] synchronization of distributed interpolation was proposed via cross-coupled control.

IV. MATHEMATICAL FOUNDATIONS

A. Forward kinematics problem

The forward kinematics problem is formulated as a method, which uses the kinematic equations of a robot to compute the position of the end-effector from specified values for the joint parameters.[10]

Let’s calculate transformation between a base coordinate system of a manipulator and coordinate system of the last link of a manipulator:

\[
M_{n+1} = \begin{bmatrix}
\cos \theta_n & -\sin \theta_n & a_n & \cos \theta_n \\
\sin \theta_n & \cos \theta_n & 0 & \sin \theta_n \\
0 & 0 & 1 & 0 \\
\end{bmatrix}
\]
Inverse kinematics problem

The inverse kinematics problem (hereinafter referred to as IK) is the calculation of generalized coordinates for given linear and angular coordinates of the end effector of a manipulator. This problem is more complex than the direct kinematics problem, since it can lead to uncertainty of a solution (i.e., different configurations of a robot can correspond to the same position of end effector in space).

The inverse kinematics problem can be approximated using heuristic methods. These methods perform simple, iterative operations to gradually lead to an approximation of the solution. The heuristic algorithms have low computational cost (return the final pose very quickly), and usually support joint constraints. The most popular heuristic algorithms are: Cyclic Coordinate Descent (CCD) and Forward And Backward Reaching Inverse Kinematics (FABRIK) and Levenberg–Marquardt algorithm. [2][12]

The main task of these methods to solve the next equation:

\[
\hat{\beta} = \text{arg min}_\beta S(\beta) = \text{arg min}_\beta \sum_{i=1}^{N} [y_i - f(x_i, \beta)]
\]

As applied to the IK of a manipulator, instead of \( y_j \), we substitute the coordinates of the target position of a gripper of the manipulator (1) into a basic coordinates system(BCS), and instead of \( f(x_j, \beta) \) we can use expression (2).

V. **ROS AS A FRAMEWORK FOR PROTOTYPING**

ROS provides standard operating system services, such as: hardware abstraction, low-level device control, implementation of frequently used functions, message passing between processes, and package management. ROS is based on a graph architecture, where data processing takes place in nodes that can exchange messages among themselves.

ROS has many user-supported packages (organized into sets called stacks) that implement various robotics functions: SLAM, scheduling, getting data from sensors, modelling, etc.

The most relevant ROS capabilities are:

1) It has a set of tools for dividing the code into different modules and managing their builds and dependencies for individual development.

2) This framework has a central repository of common parameters and files for all system components, available for all components (there is no need to implement a custom configuration file for parameters).

3) Communication between system agents (nodes) is carried out using a simple abstract solution. ROS has a built-in system of so-called topics that help to exchange data between nodes.

4) It provides a seamless communication between different machines connected to a common Ethernet network.[11]

All these characteristics of the ROS framework make it suitable for use as a communication framework in a distributed control architecture.

VI. **PROPOSED MULTI-AGENT CONTROL**

Figure 2 shows architecture diagram of the proposed implementation of a distributed multi-agent control system.
Using functions from the API of the Coppella Simulator [14] simGetJointPosition(), simGetObjectFloatParameter (m_vrepJointHandle, 2012, & vel), simGetJointForce(), PID regulators receive data on the current position, speed, moment of inertia of their link, respectively. And the drives are controlled are using the simSetJointPosition(), simSetJointTargetVelocity() and simSetJointForce() functions.

After the PID controllers bring their link to the target coordinate, a signal is sent back to the inverse kinematics node. Then the nodes of inverse kinematics are synchronized again and send the parameters of the next point of the trajectory to the regulators and the regulators again bring their link to the desired coordinate.

VII. SIMULATION RESULTS

According to distributed multi-agent manipulator control approach described in the section IV testing set was developed. All testing set components were run on the host computer as individual programs, using the communication architecture of a distributed multi-agent control system shown in Figure 2.

To test the proposed approach, the model of the three-link manipulator shown in Figure 4 was used.

To solve the direct and inverse problems of kinematics using the Denavit-Hartenberg method, a kinematic chain was created, as shown in Figure 5.

For each link of the manipulator model shown in Figure 4 the Denavit-Hartenberg parameters were calculated and presented in Table 1.

<table>
<thead>
<tr>
<th>Link number</th>
<th>Denavit–Hartenberg parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0.2469 + q_1), 0.0, (\pi), (-\pi/2)</td>
</tr>
<tr>
<td>2</td>
<td>(0.5052 + q_2), 0.0, (-\pi/2), (\pi/2)</td>
</tr>
<tr>
<td>3</td>
<td>(q_3), 0.35, 0.0, 0.0</td>
</tr>
</tbody>
</table>

Target and actual joint positions and the error between target and actual joint positions of the first link are presented in Figures 6 and 7 respectively. According to the results the error between target and actual joint positions less than 8 millimeters.
Figure 7. The error between target and actual joint positions of the first link.

For the second link, the error between target and actual joint positions less than 12 millimeters.

The error between target and actual joint positions of the third link are presented on Figure 8. According to the results the error between target and actual joint positions about 6 millimeters.

Figure 8. An error between target and actual joint positions of the third link.

The target trajectory of the manipulator's gripper and the trajectory obtained as the result of the simulation are shown in Figure 9.

According to the data obtained from the results of the simulation, the proposed approach to distributed multi-agent control provides high accuracy in performing the trajectory task.

VIII. CONCLUSIONS

An approach to distributed multi-agent control with decentralised trajectory interpolation is presented and prototyped using ROS. The choice of the ROS framework was justified, an architecture diagram and an algorithm for implementing the problem of distributed multi-agent control were developed. Based on the proposed approach to the implementation of the distributed multi-agent control problem, simulation was carried out using the Coppella Simulator and the simulation results are presented.

Future work will include prototyping and testing of the solution using a distributed network of devices, migration to IEC 61499 architecture and optimization of performance.
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