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Abstract—Modern data centres require control, which aims to improve their energy efficiency and maintain their high availability. This work considers the implementation of a server fan agent, which is intended to minimise the power consumption of the corresponding server fan or group of fans. In the paper, the reinforcement learning approach to energy-efficient control of server fans is suggested. The reinforcement learning workflow is described, but training and deploying the agent is only a work-in-progress, possible type of agents and their training process is described, but training and deploying the agent is a work for the future.
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I. INTRODUCTION

Any data centre is a complex cyber-physical system, which combines equipment, networking and computation. Data centres are expected to be highly available and reliable and at the same time be energy-efficient and environmentally friendly. In the majority of modern data centres, high availability and reliability are achieved with redundant energy consumption [1]. Therefore, energy-efficient control, which adapts the energy use in data centres based on resource requirements at run-time, is required. The control concentrates on the computational and cooling systems since they are the main energy consumers in any data centre [2].

As distributed control for data centres, we suggest a multi-agent system. Such a system comprises adaptable, autonomous agents with their own objectives. Besides, the agents can interact with each other as human beings do; that is, they can cooperate, coordinate and negotiate [3]. In our previous work [4], we presented the design of a multi-agent system that aims to provide energy-efficient control in data centres as distributed systems of interdependent components.

In the current work, we start developing the multi-agent system based on the architecture suggested in [4]. To avoid scattering, we concentrate on implementing the component of the multi-agent control, which is responsible for energy-efficient cooling of the CPU (Central Processing Unit). This work deals with a server fan agent, which is intended to minimise the power consumption of the corresponding server fan or group of fans. At each time point, the agent is expected to adjust the rotation speed of the server fans to the actual temperature of the corresponding CPUs. Our suggestion is in applying reinforcement learning to the agent’s decision-making process. As the agent should communicate with a dynamic environment and make its decision in constantly changing conditions [5], reinforcement learning is a promising approach.

The current work aims to investigate the reinforcement learning approach to energy-efficient control of server fans. The goal of the paper is to consider the reinforcement learning workflow, which consists of determining the environment as well as setting up and training the agent. This work considers the CPU and corresponding server fans as the environment for a reinforcement learning agent. The set of observations that fully describes the agent’s environment and the value of the reward that the environment returns to the agent as a response to its action is determined. This work also considers the anatomy of the agent and different types of reinforcement learning algorithms.

Another goal of the work is in extending a modular Simulink toolbox described in our previous work [6]. This toolbox contains blocks modelling the main components of data centres and enables constructing the data centres of any configuration from the blocks. The extension includes created Simulink blocks such as reward blocks and observation blocks. These blocks allow the construction of the environment for the reinforcement learning agent.

The extension also provides scripts that set up the environment, establish an inner organisation of the agent, determine the reinforcement learning algorithm utilised by the agent, and finally run the learning process. The extension deals only with types of reinforcement learning algorithms that are provided by the Reinforcement Learning Toolbox in Matlab/Simulink. Thus, this work provides the framework for creating and training the reinforcement learning agents of different types. As the paper is only a work-in-progress, possible type of agents and their training process is described, but training and deploying the agent is a work for the future.

The rest of this paper is organized as follows. Section II provides related works. Section III considers the reinforcement learning workflow in general. Section IV deals with the implementation of reinforcement learning workflow concerning server fan agents. Section V concludes the paper with ideas for future work.
II. RELATED WORKS

This section considers works, which concentrate on approaches to energy-efficient control of server fans in data centres.

In [7], authors propose a multi-input multi-output (MIMO) fan controller, which tunes the speeds of individual fans proactively based on the prediction of the server temperatures. In [8], authors use the digital twin to tune the Model Predictive Control (MPC) of server fans. Many research works concentrate on the development and tuning of Proportional Integral Derivative (PID) controllers, such works as [9], [10], [11]. Another approach is in applying the fuzzy logic to design server fan controllers, for example, such ideas are considered in [12] and [13]. All aforementioned approaches demonstrate good results, however, we suggest reinforcement learning as one more control method. The idea for the future is to implement a reinforcement learning agent and comparing its performance with PID controller and controller based on fuzzy logic.

Reinforcement learning assumes interaction between an agent and its environment to achieve a maximum reward. As we deal with the server fan agent, we consider the CPU and corresponding server fans as the agent’s environment. On the majority of modern servers, each CPU is cooled by several server fans. Thus, we can consider two directions for the agents’ development. In the first one, the single-agent controls all the server fans corresponding to the given CPU by setting the same rotation speed to them. In this case, ordinary reinforcement learning is suggested as a decision-making approach. In the second direction, each server fan is controlled with its own agent and can be set its own rotation speed. In this case, multi-agent reinforcement learning is a promising approach.

III. REINFORCEMENT LEARNING

This section describes the basic ideas of reinforcement learning that we rely on in developing the energy-efficient control of server fans.

In the reinforcement learning framework, the decision-maker is called the agent. Surroundings comprising everything outside the agent is called the environment. The agent interacts with the environment all the time:

1) the agent gets information about the environment state called observations ($O_t$);
2) based on observations the agent decides the action to take ($A_t$);
3) after the action is applied to the environment, the agent receives observations of its changed state ($O_{t+1}$) and reward value produced by the environment ($R_{t+1}$);
4) based on new observations and reward value, the agent decides the next action.

The process continues throughout the lifetime of the agent-environment system [5]. The interaction can be represented as sequence:

$$O_0, A_0, O_1, A_1, O_2, R_2, A_2, ...$$

Fig.1 demonstrates the described agent-environment interaction.

![Figure 1. The agent-environment interaction](image)

The environment generates observations that demonstrate to the agent how the inner state of the environment is changed in response to the action from the agent. The environment also generates the reward for each state. The reward is just a quantitative objectification of the agent’s purpose at each time step. The immediate reward is an important descriptor of the state, but it is even more important is the total reward over time. Such an expected total reward is called a value. The value is also an important concept of reinforcement learning. In terms of the value, the agent thinks for the long term rather than a short-term benefit.

According to [5], the value can be calculated with

$$Q(O_t, A_t) = R(O_t) + \sum_{i=1}^{T} \gamma^i \cdot R(O_{t+i}) \quad (1)$$

In (1),

- $R(O)$ is the reward function of the environment state represented as observation $O$.
- $\gamma$ is a discount rate ($0 \leq \gamma \leq 1$) determines the present value of future rewards: the reward received $i$ step in the future is reduced by $\gamma_{i-1}$ times. If $\gamma = 0$, the agent maximises only immediate rewards; if $\gamma = 1$, future rewards are worth as they are received immediately.
- $T$ is a number of time steps ($T \leq \infty$). If $T = \infty$ the infinite sum in (1) has a finite value, if and only if $\gamma < 1$.

The agent in the reinforcement learning paradigm always aims to select the action that produces the most reward in the long term. The agent involves two main components: a policy and a reinforcement learning algorithm. The policy is a function that maps a set of observations to a set of actions. It can be represented as a function with tunable parameters. The goal of the learning algorithm is to adjust the policy parameters so that the most optimal action is taken. The algorithm takes into account the action, the observations from the environment, and the amount of reward collected.
There are three groups of reinforcement learning algorithms: policy-based algorithms, value-based methods and actor-critic algorithms [14].

From all aforementioned, reinforcement learning workflow addresses two main components: the environment and the agent. Therefore, to develop a controller based on reinforcement learning, the environment is set up and the agent is implemented. The workflow consists of follows:

- setting up the environment that includes defining which observations the environment can provide as well as how the reward can be calculated for each environment state;
- establishing the agent that means defining the policy and selecting the reinforcement learning algorithm;
- training the agent in interaction with the environment;
- deploying the agent into the system: agent-environment.

The next section considers the implementation of the reinforcement learning workflow to energy-efficient control of server fans. Two first steps namely setting up the environment and establishing the agent are implemented.

IV. IMPLEMENTATION

To energy-efficient control of server fans, this work suggests developing the server fan agent. The agent takes current values of CPU temperature and server fans power consumption and decides fans rotation speed using the reinforcement learning approach. The agent also considers CPU utilisation and temperature at the server inlet.

Since the agent learns through interaction with the environment, it is necessary to provide the environment or its substitute. This work uses a simulation of the environment as its substitute. The simulation allows avoiding the usage of real hardware and the risk of damage it. At the same time, the simulation can run faster than in real-time or be parallelised, speeding up a slow learning process. Some situations that need to be tested are difficult, dangerous or expensive to perform on real equipment; thus, it is easier to simulate them. The simulation should demonstrate behaviour close to the real one.

To complete setting up the environment, observations the agent receives and the reward for each possible state are required.

Observations determines the state of the environment at each time point:

- $T_{CPU}$ is CPU temperature ($^\circ$C);
- $e = T_{ref} - T_{CPU}$ is difference between current CPU temperature and reference temperature ($^\circ$C);
- $P_{SF}$ is power consumption of the server fans (W);
- $Util$ is CPU utilisation (%);
- $T_{in}$ is temperature at CPU inlet ($^\circ$C).

The selection of the reward function is a challenging issue. This work suggests calculating the reward by (2).

$$R = c_1 \cdot (e \leq 0) + c_2 \cdot (e_{cr} - |e|) + c_3 \cdot P_{SF} \quad (2)$$

In (2),

- $c_1$ penalizes for exceeding reference temperature, $c_1 < 0$;
- $c_2$ rewards for closeness to reference temperature and penalizes for moving away from it, $c_2 > 0$;
- $c_3$ penalizes for increase of server fans power consumption, $c_3 < 0$.

The agent makes a decision on which server fans rotation speed should be set. As a first step, we consider the simplest set of possible actions:

- $-1$: reduces current rotation speed by a tenth of the maximum permissible rotation speed of the server fan, that is, $RPM = RPM - \frac{RPM_{\text{max}}}{10}$;
- $0$: keeps the same value of the rotation speed, that is, $RPM = RPM$;
- $+1$: increases current rotation speed by a tenth of the maximum permissible rotation speed of the server fan, that is, $RPM = RPM + \frac{RPM_{\text{max}}}{10}$.

To implement the agent, we use RL Agent block from Reinforcement Learning Toolbox in Matlab/Simulink [15]. The block is configured as Q-value agent that uses value-based algorithm and connected to environment, as shown on Fig.4.
parameters. Another way to improve our work is to investigate components that should be rewarded or penalised, as well as different reward functions and train different types of agents.

To develop the framework that allows us to construct experiments, we tried to train the Q-value agent and failed. As the first environment that is appropriate to use with the RL Agent block from Reinforcement Learning Toolbox, we added scripts that construct using those blocks the Observation environment and the agent as well as their interaction. We extended our toolbox with new blocks: the Observation block that forms the vector of observations from the separate files, the Reward block that implements the reward function, and the Critic block from Reinforcement Learning Toolbox. As the first environment that is appropriate to use with the RL Agent block, we used the server fans. We considered main components such as the environment and the agent as well as their interaction. We extended our toolbox with new blocks: the Observation block that forms the vector of observations from the separate files, the Reward block that implements the reward function, and the Critic block from Reinforcement Learning Toolbox. As the first environment that is appropriate to use with the RL Agent block, we used the server fans.

After all preparations, it is possible to train the agent. The training process is shown on Fig.5.

In Fig.5, the Episode Manager plot shows the reward for each episode (blue line) and a running average reward value (red line). Also, because the agent has the critic, the plot shows the critic’s estimate of the discounted long-term reward at the start of each episode (yellow line). In a normal case, the blue line converges to the yellow one, but in our case, the training process is failed. This is the future work, the agent is trained to provide energy-efficient control of server fans.

V. Conclusion

In the paper, we proposed the idea of applying the reinforcement learning approach to energy-efficient control of server fans. We considered main components such as the environment and the agent as well as their interaction. We extended our toolbox with new blocks: the Observation block that forms the vector of observations from the separate files, the Reward block that implements the reward function, and the Critic block from Reinforcement Learning Toolbox. As the first experiments, we tried to train the Q-value agent and failed. As the main result for the current time, we consider the development of the framework that allows us to construct different reward functions and train different types of agents.

For future works, we are going to investigate reward functions, which means to select a type of function, important components that should be rewarded or penalised, as well as parameters. Another way to improve our work is to investigate different types of the agent such as policy-based agents, value-based agents and actor-critic agents and select an appropriate one. The selection should be based on the most successful training.
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