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ABSTRACT

Background: Prefrontal theta oscillations are involved in neuronal information transfer and retention.
Phases along the theta cycle represent varied excitability states, whereby high-excitability states
correspond to high-frequency neuronal activity and heightened capacity for plasticity induction, as
demonstrated in animal studies. Human studies corroborate this model and suggest a core role of pre-
frontal theta activity in working memory (WM).
Objective/Hypothesis: We aimed at modulating prefrontal neuronal excitability and WM performance in
healthy humans, using real-time EEG analysis for triggering repetitive transcranial magnetic stimulation
(rTMS) theta-phase synchronized to the left dorsomedial prefrontal cortex.
Methods: 16 subjects underwent 3 different rTMS interventions on separate days, with pulses triggered
according to the individual's real-time EEG activity: 400 rTMS gamma-frequency (100 Hz) triplet bursts
applied during either the negative peak of the prefrontal theta oscillation, the positive peak, or at random
phase. Changes in cortical excitability were assessed with EEG responses following single-pulse TMS, and
behavioral effects by using a WM task.
Results: Negative-peak rTMS increased single-pulse TMS-induced prefrontal theta power and theta-
gamma phase-amplitude coupling, and decreased WM response time. In contrast, positive-peak rTMS
decreased prefrontal theta power, while no changes were observed after random-phase rTMS.
Conclusion: Findings point to the feasibility of EEG-TMS technology in a theta—gamma phase—amplitude
coupling mode for effectively modifying WM networks in human prefrontal cortex, with potential for
therapeutic applications.

© 2022 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

accordance to the phases of the oscillation, enabling distant
neuronal populations to exchange information when their activity

Brain oscillations mediate information flow and storage in
neuronal networks [1]. Oscillatory activity in the theta band
(4—8 Hz) is of particular interest, as it has been associated with
several cognitive processes in both animal models and human
subjects [2—4]. It has been proposed that neuronal theta-band ac-
tivity produces alternation of excitation and inhibition states, in
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is timely coupled, and to disregard non-coupled, potentially irrel-
evant information [5]. Several studies with behaving human sub-
jects have observed an increase in theta oscillatory power during
the execution of cognitive tasks [6—8]. Furthermore, high-
frequency neuronal activity (in the gamma-frequency band,
>30 Hz) and neuronal spiking were observed to occur preferentially
in specific phases of the theta oscillation in prefrontal cortex and
hippocampus. These observations suggest that different phases of
low-frequency rhythms define local states of neuronal excitability,
that is the current propensity of a neuronal population to discharge
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action potentials in response to incoming stimuli and, therefore,
transmit downstream information. It follows that, in a neuronal
population operating in synchrony with that low-frequency oscil-
lation, stimuli arriving during the high-excitability phase of that
oscillation would lead to an effective neuronal response and proper
information flow, whereas stimuli arriving out of phase would be
less likely to elicit a response or be relayed forward [9—12]. Another
consequence is the emergence of differential plasticity states,
which are thought to occur through spike timing-dependent
plasticity: presynaptic activity during high-excitability states, i.e.,
specific phases of a low-frequency oscillation, that are consistently
followed by postsynaptic neuronal firing leads to strengthening of
the synaptic connection. This may be of significant importance for
cognition and memory formation, as synchronous activation of
brain regions induces synaptic plasticity, allowing the neuronal
system to hold items in memory [13,14]. In summary, these ob-
servations led to the suggestion that the dynamics of theta and fast
oscillations, found in extended networks in the human brain,
including prefrontal cortex, contribute significantly to the un-
derpinnings of cognition [2,5,15].

Attempts have been made to interfere with these dynamics.
In vivo studies of rat hippocampus found that stimulation during
the positive peak of the ongoing theta oscillation in local field po-
tentials led to long term potentiation, but to long term depression
when the theta negative peak was stimulated [16,17]. When
investigating behaving animals, theta phase-specific stimulation
during task execution interfered with both the local oscillatory
pattern and the animal's behavior, as phase-locked optogenetic
inhibitory stimulation of hippocampus synchronized with the
positive peak of the theta oscillation enhanced spatial memory
retention, whereas stimulation coupled to the negative peak
enhanced memory retrieval [18].

In humans, repetitive transcranial magnetic stimulation (rTMS)
in high-frequency bursts (>30 Hz) at a low carrier frequency in the
theta frequency range, a paradigm named theta burst stimulation,
has been designed to simulate theta-gamma phase-amplitude
coupling (PAC), which refers to the phenomenon of fast oscillatory
neuronal activity (in the gamma frequency band) being nested in
specific phases of a lower frequency oscillation (in the theta fre-
quency band), as described above [19]. This paradigm has shown
clinical improvement in experimental trials when compared to
sham stimulation, although there are doubts of its superiority
when compared to standard rTMS protocols [20], as well as chal-
lenges to its efficacy and reliability in modulating cortical responses
[21]. One possible explanation for the lack of reliability of the
method is that, despite the simulated theta-gamma coupling phe-
nomenon, standard theta-burst stimulation does not take into ac-
count the instantaneous brain state at the time of stimulation,
which might be of particular importance for effective cortical
modulation. An alternative approach is attempting to entrain the
cortex to oscillate in synchrony to an externally driven low-
frequency oscillation by means of transcranial alternating current
stimulation (tACS), while concomitantly applying gamma fre-
quency band stimulation phase-locked to that entrained low fre-
quency, which has provided evidence of positive effects on cortical
responses and working memory modulation [22,23]. However, it is
presently unclear to what extent tACS-entrained brain oscillations
are equivalent to endogenous brain oscillations.

One study demonstrated that the retention of memory items
can be modulated by TMS, depending on the phase of the endog-
enous prefrontal theta oscillation during which the pulses were
applied, reinforcing the importance of the ongoing cortical state for
TMS-induced behavioral effects [24]. The possibility of effectively
modulating prefrontal cortical circuits operating in the theta band
can have relevant implications for future studies of human
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cognition, including therapeutic applications in neuropsychiatric
diseases associated with disordered brain networks and working
memory (WM) [25,26].

In the present study, we attempted to interfere with neuronal
networks in a state-dependent way in order to modulate cortical
responsivity in behaving human subjects, defined as the capacity of
consistently changing significant aspects of the electroencephalo-
graphic signature in response to stimuli. Towards this aim, rTMS
was applied synchronized with ongoing oscillating brain-states
analyzed with electroencephalography (EEG) in real time. We
have previously introduced this approach in the human motor
system, demonstrating that negative vs. positive peaks of the
sensorimotor p-rhythm (8—13 Hz) correspond to corticospinal
high- vs. low-excitability states. Moreover, rTMS synchronized with
the high-excitability state (negative peak) led to a long-term
potentiation(LTP)-like increase in corticospinal excitability but
not rTMS coupled to the low-excitability state (positive peak) or
random-phase stimulation [27]. We have thereafter developed a
similar approach to target specific phases of the prefrontal theta-
oscillation [28]. Here we investigated to what extent rTMS
coupled to specific phases of the prefrontal theta oscillation can
differentially modulate cortical responsivity and behavior. For this
purpose, we have chosen the dorsomedial prefrontal cortex
(DMPEC) as the target for both extracting the theta oscillation and
applying TMS, due to its role in both cognitive performance and
generation of prefrontal theta rhythm [29,30]. As the scalp EEG
negative peak of ongoing theta oscillations is associated with
increased high-frequency neuronal activity in humans [2,12,31], we
hypothesized that rTMS during the negative peak of the prefrontal
theta oscillation will lead to increase in cortical responsivity probed
by single-pulse TMS-EEG, represented by increased amplitude and
power of the EEG responses, as well as improved performance in a
WM task, when compared to the same stimulation at the positive
peak or at random phase.

2. Methods

To test possible neuromodulatory effects of rTMS targeting the
prefrontal cortex at specific phases of the local theta oscillation we
conducted a study that included three experimental sessions con-
sisting of three interventions of interest, each tested on different
days. These included: rTMS with pulses applied either 1) during the
negative peak of the ongoing theta oscillation, 2) during the posi-
tive peak or 3) at random phase. We tested different outcomes
regarding cortical excitability using TMS-EEG, and behavior using a
test of WM performance, measured prior and following each
intervention. Details on these procedures are provided in the sub-
sections below. Fig. 1 displays a visual representation of the
experimental sessions.

A total of 22 healthy volunteers were included. Exclusion criteria
were past or current psychiatric or neurological diseases, current
treatment with drugs acting on the central nervous system, pres-
ence or prior history of alcohol or illicit drugs abuse, and current
pregnancy. Four subjects were not included in the final analysis,
two due to sleepiness during the experiments, and two due to
excessive eye movements and scalp muscle contractions, which
interfered with EEG signal analysis. Two further subjects did not
participate in all sessions and were thus not included in the final
analysis. The final sample consisted of 16 subjects (10 female) with
a mean age of 23.4 years (S.D. + 3.2). All subjects provided written
informed consent prior to participation, and the study was per-
formed in accord with the last version of the Declaration of Helsinki
and approved by the ethics committee of the medical faculty of the
University of Tiibingen (716/2014B0O2).
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Fig. 1. Visual representation of experimental sessions: a. Experimental session timeline, displaying the time of the rTMS intervention, and the pre and post rTMS intervention
measurements (* sham-controlled single-pulse TMS-EEG, to address peripheral evoked potentials in the TMS-EEG measurements evoked by real TMS). b. Illustration of the
plasticity inducing rTMS interventions, with the topographical plot showing the coefficient weights (arbitrary units; a.u.) of the spatial filter in each electrode (average across all
subjects; n = 16. Purple: positive values; green: negative values). Individualized filters were used to extract the signal from the left dorsomedial prefrontal cortex for each subject. To
the right, the illustration shows application of 100 Hz triple pulses with relation to the ongoing theta-oscillation in each intervention: pulses applied phase-locked to the positive
peak, phase-locked to the negative peak and random phase (i.e., not phase locked). c. Timeline of a single trial of the Sternberg working memory task (each measurement contained
100 trials before and 100 trials after the rTMS intervention), illustrating the screen display and duration of each step. Abbreviations: rsEEG, resting-state EEG; rTMS, repetitive TMS;
WM, working memory. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

2.1. MRI and neuronavigation

Prior to the rTMS experimental sessions, subjects underwent
magnetic resonance imaging (MRI) using a 3T Siemens PRISMA
scanner with T1- and T2-weighted anatomical sequences. A neu-
ronavigation system (Localite GmbH, Sankt Augustin, Germany)
was used for targeting the desired cortical area with the TMS coil
and maintaining the coil in a constant position relative to the
participant's head throughout and across sessions.

The target for all TMS procedures was the left dorsomedial
prefrontal cortex (DMPFC), identified by the Montreal Neurological
Institute (MNI) coordinates —4, 52, 36 [32,33]. The coil orientation
above the scalp was such that the vector of the induced electrical
field on the cortex was perpendicular to the left superior frontal
gyrus, with lateral to medial orientation. The coil was also placed
atop a 11-mm plastic spacer mounted on the EEG electrodes, in
order to prevent direct contact of the TMS coil with the electrodes
to reduce possible artifacts [34], which was also present when
determining the resting motor threshold (RMT) over motor cortex
(see below).

2.2. Experimental set-up

Scalp EEG was recorded from a 126-channel TMS-compatible
Ag/AgCl sintered ring electrode cap (EasyCap GmbH, Germany) in
the International 10—5 EEG system arrangement [35]. A 24-bit
biosignal amplifier was used for EEG and electromyography
(EMG) recordings, with a recording rate of 5 kHz (NeurOne Tesla
with Digital Out Option, Bittium Biosignals Ltd. Finland). Surface
EMG was recorded for determination of RMT with standard
methods, using bipolar EMG adhesive hydrogel electrodes (Kendall,
Covidien) over the abductor pollicis brevis and first dorsal inter-
osseus muscles of the right hand in a bipolar belly-tendon montage
(5 kHz sampling rate, 0.16 Hz - 1.25 kHz bandpass filter) [36]. RMT
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was defined as the minimum TMS intensity to elicit a small motor
evoked potential >50 pV in at least 5 out of 10 trials in at least one of
the target muscles. The mean RMT was not different between rTMS
interventions: 64% (S.D. + 9.8) of the maximum stimulator output
in the negative-peak intervention, 65% (S.D. + 8.1) in the positive-
peak intervention, and 65% (S.D. + 8.9) in the random phase
intervention.

Single-pulse TMS and rTMS were delivered using a MagPro XP
Stimulator (MagVenture A/S, Denmark) connected to a figure-of-
eight coil (Cool-B65, inner coil winding diameter 35 mm) using
biphasic pulses of 300 us width. For testing cortical neurophysio-
logical effects (TMS-EEG), single-pulse TMS was used to probe EEG
responses (real TMS condition). These measurements were also
performed using a figure-of-eight sham coil (MCF-P-B65) attached
to the same stimulator (sham condition) to control for potentials in
the EEG response representing peripherally evoked potentials [37].
Additionally, subjects wore earbuds delivering masking noise, with
sound pressure level individually adjusted to mask the TMS-
induced click [38]. For WM testing, visual stimuli were delivered
by an 80 x 35 cm curved LCD monitor placed 100 cm away from the
subject's head. A response pad was connected to the EEG system for
precise timing, marking the EEG traces with time and nature of the
behavioral responses. This set-up was implemented with the open-
source Matlab toolbox “Psychophysics Toolbox Version 3”.

2.3. EEG-triggered rTMS intervention

The study involved three distinct rTMS conditions in which the
stimuli were applied during specific phases of the ongoing pre-
frontal theta-oscillation (see Fig. 1b): 1) phase-locked to the
negative peak, 2) phase-locked to the positive peak, 3) random
phase (i.e., not phase-locked). The order in which each protocol was
applied was randomized and balanced across subjects, and subjects
were blinded to the rTMS condition.
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The prefrontal theta-oscillation was obtained by applying an
individualized EEG spatial filter designed to extract the signal from
each subject's left DMPFC, taking into consideration the individual
cortical anatomy and the actual position of the EEG electrodes. To
this end, individual MRIs were segmented and meshed using the
FieldTrip toolbox [39], following the creation of a forward model for
EEG using a customized pipeline [40,41]. Positions of all electrodes
in each session were pinpointed manually using the neuro-
navigation system described above, and then projected onto the
scalp surface mesh. A three-compartment volume conductor model
was constructed using the boundary element method including
intracranial space (conductivity 0.33 S/m), skull (0.0041 S/m), and
scalp (0.33 S/m). Cortical source activity was represented as pri-
mary current density on the boundary of white and gray matters,
discretized into approximately 16,000 source dipoles, each ori-
ented perpendicular to the cortical surface. A linear constrained
minimum variance (LCMV) beamformer was used to estimate the
activity in source space [42]. Eight minutes of resting-state EEG
(rsEEG, eyes open) were obtained at the beginning of each session
for calculating the covariance matrix, required for the LCMV. The
individual spatial filters were then obtained by selecting the col-
umns of the resulting leadfield that corresponded to the dipoles
located within 1 cm diameter centered in the left DMPFC (defined
above), thus assigning a coefficient weight to each EEG channel
(Fig. 1b). Further details on this procedure can be found in our
previous publication [28].

For the rTMS interventions, phase-locked stimuli were
controlled by a custom-built dedicated digital biosignal processor
based on Simulink Real-Time, designed with an algorithm to
perform EEG phase estimation and identify the phase of a specific
frequency-band oscillation in real time [27]. EEG theta phase was
estimated in real-time by downsampling the spatially filtered
signal to 250 Hz and analyzing sliding windows of data with length
of 256 samples, applying the following steps every 4 ms to yield an
instantaneous phase estimate: (1) zero-phase filtering in both the
forward and reverse directions with an FIR 5—8 Hz band-pass of
order 80, (2) removal of 35 samples from the epoch's window
closest to the marker in order to reduce filtering edge effects, (3)
autoregressive forward, Yule-Walker method, prediction of order
15 and the total predicted interval of 268 ms (140 ms for the
removed edge, and 128 ms into the future to avoid edge effects
from the Hilbert transform), (4) Hilbert transform. TMS was trig-
gered when the estimated phase corresponded to the target and
two further conditions were met: a minimum of 1 s had passed
since the previous stimulus, as to allow for accurate phase esti-
mation undisturbed by the previous TMS artifact and TMS-evoked
response, and no EEG signal artifacts were detected [28]. RTMS
intensity was set to 120% of the RMT, a burst consisted of three
pulses with 10 ms interstimulus interval (i.e., 100 Hz, first pulse
centered on the target phase), with a total of 400 triplet bursts per
session. The minimum interval between bursts was set to 1 s, with
the exact inter-burst interval depending on the real-time phase-
detection algorithm. The average of all inter—burst intervals was
349 s (SD. + 2.01 s) for the negative-peak intervention,

3.16 s (S.D. _2.11 s) for the positive-peak intervention, and
3.60 s (S.D.

+

+ 2.00 s) for the random phase intervention (Krus-
kal-Wallis non-parametric analysis of variance: p 0.587),
resulting in an average duration of the rTMS interventions of
approximately 21 min.

2.4. Outcome measures

EEG responses were obtained by applying a total of 160 single
TMS pulses to the left DMPFC, prior and following each rTMS
intervention. The coil placement was the same as for the rTMS
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interventions. TMS intensity was set to 120% of the RMT and
interstimulus interval of 2.5 s (+0.5 s jitter). The triggering time for
the single-pulse TMS-EEG was uncoupled to the phase of the
ongoing theta oscillation or any other EEG signal (Fig. 1a).

Subjects also performed a modified Sternberg WM task [43]
prior and following each rTMS intervention. The task involved the
display of 10 random non-repeated consonant letters on a screen
(encoding period), which subjects were instructed to keep in
memory, followed by the display of a black screen for 3 s (retention
period). Thereafter, a single letter was displayed on the screen and
subjects had to respond whether this test letter was a member of
the set of 10 letters previously shown (“true”) or not (“false”) by
pushing a button on a panel held by the subjects. For the total 100
trials in each measurement, 50 trials were “true” (50%) and 50 trials
were “false” (50%), occurring in randomized order. Accuracy of the
response (accuracy) and time elapsed from probe letter display
onset to button press (response time) were recorded, as well as the
EEG signal during the task execution (Fig. 1c).

2.5. EEG data processing

EEG preprocessing: Offline data analysis was performed using the
FieldTrip open source toolbox [39]. For analysis of TMS-evoked EEG
potentials (TEPs), EEG data were segmented into epochs centered
on the TMS pulse (—2000 to 2000 ms) and then baseline corrected
(=500 to —50 ms). Data containing the TMS pulse and evoked scalp
muscle activity (-2 to +18 ms window around each TMS pulse)
were removed and cubic interpolated. Trials were inspected visu-
ally, epochs and channels with excessive noise were excluded, and
further artifacts were removed with a 2-step independent
component analysis procedure [44,45]. Lastly, excluded channels
were spline-interpolated, and signals were then re-referenced to
the average of all electrodes.

TMS-induced oscillations: For the processing of TMS-induced
oscillations, time—frequency representations (TFRs) of TMS-
related changes in oscillatory power were calculated using a Mor-
let wavelet decomposition on single trials [46], with frequency-
dependent width (wavelet width of 2.6 cycles at 4 Hz, adding 0.2
cycle for each 1 Hz). The time—frequency oscillatory responses to
TMS were divided into an evoked response (i.e., phase-locked to
TMS) and an induced response (i.e., non-phase-locked to TMS) [47],
followed by z-transforming the TFR of each trial with respect to the
mean and standard deviation of the full trial, and baseline correc-
tion (—500 to —50 ms).

Phase amplitude coupling (PAC): For the estimation of PAC we
calculated the Mean Vector Length (MVL) of the EEG response
following each TMS pulse [48]. Morlet wavelet decomposition on
single trials as described above was used to obtain a complex time
frequency response, with epochs centered on the TMS pulse
(—2000 to 2000 ms), followed by estimation of the phase angle
from lower frequency bands (4—20 Hz), defined as the phase, and
the power amplitude from higher frequency bands (20—90 Hz),
defined as the amplitude [49]; performed for the time points from
0 to 1000 ms after the TMS pulse. The MVL was then calculated by
the following formula:

n i0(t)
MVL = ‘Zt:l ar(lt)e |

where n is the number of time points, t is a single time point, a(t) is
the amplitude at a time point t and 6(t) is the phase angle at the
time point t [48,49]. The resulting MVL was then compared with
surrogate datasets, created by randomly splitting the amplitude
time course and shuffling it, while maintaining the phase time
course, followed by the MVL calculation of the resulting signal. This
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procedure was performed 200 times for each trial. The end result
consists of the z-value obtained by subtracting from each trial the
average of the surrogate control and divided by its standard devi-
ation, thus standardizing the final result [49,50].

2.6. Statistical analyses

All statistical analyses were performed on the MATLAB platform
(R2017b, The Mathworks, USA). Data were analyzed using all EEG
channels, by means of non-parametric cluster-based permutation
statistics, using the FieldTrip toolbox [39,51].

Behavioral outputs from the WM task, i.e. accuracy and
response time, were compared using Mixed-Effects Models, which
allow the inclusion of all the empirical observations in the model by
including subject as random effect in the model. Fixed effects
included were time (measurement pre or post intervention),
intervention (negative peak, positive peak or random phase stim-
ulation) and the interaction of time*intervention. Predictors were
the reaction time, using a linear mixed-effects model, and accuracy
(“true” or “false”), using a generalized linear mixed-effects model.
In cases where the interaction time*intervention was found to
significantly predict the outcome, the outcome measure was then
averaged across trials per condition and submitted to dependent-
variable t-tests in order to determine which intervention yielded
a significant change to that outcome.

Statistical analyses of electrophysiological readouts extracted
from the TMS-EEG recordings pose specific challenges due to the
high dimensional multivariate nature of the data: multiple elec-
trodes, time points and frequency bands (in the case of time-
frequency analysis). This constitutes a considerable risk of false
positive findings, if analyzing multiple dimensions or data points
separately, but also false negative findings, when adjusting for
multiple comparisons that are not independent. We therefore
relied on non-parametric cluster based statistics designed for such
multivariate EEG analyses, as provided by the FieldTrip toolbox
[39,51].

Our first objective was to identify possible evidence that the
modulatory effects of the rTMS interventions were different. Sta-
tistical analysis of TEPs involved a cluster-based ANOVA, using as
input variables the difference of the TMS-EEG evoked responses
before and after each of the 3 rTMS interventions (post-rTMS minus
pre-rTMS), applying a threshold for cluster formation of 2 channels
and p < 0.025, and including the period between 20 and 350 ms
after the TMS-pulse probe. Statistically significant clusters, defined
as displaying p < 0.05, were then post hoc tested by means of
cluster-based t-tests for dependent samples, comparing the TEPs
before and after each rTMS intervention, within the time windows
in which the cluster was found. Effect sizes were calculated using
Cohen's d of the amplitude of the averaged signal within the time
window and channels of the respective significant cluster, and its
95% confidence interval.

For the TMS-induced oscillations the same cluster-based sta-
tistics procedure described for TEPs was used, but including the
period of 50 ms—1000 ms after the TMS pulse. Moreover, for these
analyses the data were a priori separated and averaged in pre-
defined frequency bands of interest: theta (4—7 Hz), alpha
(8—12 Hz), low beta (13—20 Hz), high beta (21—29 Hz), low gamma
(30—45 Hz) and high gamma (60—90 Hz). Due to the multiple-
testing nature of this procedure, the critical o level was adjusted
to p < 0.01. A similar approach was used for the PAC statistics,
setting a priori phases of theta (4—7 Hz) and alpha (8—12 Hz), while
including the amplitudes (20—90Hz) in the permutation procedure,
then requiring the critical o level adjustment to p < 0.025 for sta-
tistical significance.
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Lastly, significant changes of behavioral outcome observed
following a given intervention were compared to the changes in the
TMS-EEG responses following the same intervention, by means of
Pearson's correlation, using a critical o level appropriate for the
number of comparisons, according to the Bonferroni correction.

3. Results
3.1. TMS evoked potentials

Potentials evoked by sham stimulation presented a pattern of
signal deflections at around 100 ms and 200 ms after stimulation,
while evoked potentials from real TMS presented a very similar
pattern, with the addition of lower amplitude deflections at around
40 ms and 70 ms (Supplementary Material, Fig. S1). These patterns
are similar to previous observations of EEG responses to TMS of the
prefrontal cortex [44,52]. Cluster-based statistics did not reveal any
significant cluster when comparing the EEG potentials evoked by
sham or real TMS after vs. prior to any of the three rTMS in-
terventions (Supplementary Material, Fig. S2), suggesting that none
of the theta-phase specific rTMS interventions led to a significant
change in TEPs.

3.2. TMS-induced oscillations

Cluster-based statistics demonstrated differential significant
changes in oscillatory responses to single-pulse TMS after the rTMS
interventions (Fig. 2). Specifically, the negative-peak rTMS inter-
vention led to a significant increase in the power of the theta-band
(latency 480—780 ms; cluster-based t-test: t(15) = 4.35, p < 0.001;
Cohen's d 133, Clgsy = [0.94, 1.72]), alpha-band (latency
230—-590 ms; cluster-based t-test: t(15) = 4.21, p < 0.001; Cohen's
d = 0.78, Clgsy [0.42, 1.15]) and high gamma band (latency
260—340 ms; cluster-based t-test: t(15) = 5.01, p < 0.001; Cohen's
d = 1.17, CI95% = [0.79, 1.55]). In contrast, the positive-peak inter-
vention led to a significant decrease in the power of the theta-band
(latency 90—970 ms; cluster-based t-test: t(15) = —7.52, p < 0.001;
d = 1.34, Clgsy = [0.75,1.52]) and high beta-band responses (latency
470—820 ms; cluster-based t-test: t(15) = —5.09, p < 0.001;
d = 1.25, Clgsy = [0.87, 1.64]). No significant change was observed
after the random phase rTMS intervention, despite a trend towards
decreased theta power around 100—300 ms after the pulse (Fig. 2).
This early-latency decrease in theta power suggests a common
trend among the interventions, albeit of different magnitude,
whereas distinct TMS-induced EEG signatures specific to the
different interventions develop at longer latencies after the TMS
pulse, as described above.

Furthermore, significant changes in the oscillations induced by
sham TMS were not observed following any of the rTMS in-
terventions, providing evidence that the effects observed with real
TMS were not a result of modulation of non-specific sensory inputs
(Supplementary Material, Fig. S3). Moreover, these results are un-
likely accounted for by differences in the signals prior to the in-
terventions, as there were no significant differences found between
the pre-rTMS intervention responses (Supplementary Material,
Fig. S4).

3.3. Phase amplitude coupling

Cluster-based statistics indicated significant changes in the TMS
pulse induced PAC following the negative-peak rTMS intervention,
found in the signal from electrodes over the medial prefrontal
cortex (Fig. 3), with increase in the coupling of theta band phases
and high gamma band amplitudes (t(15) = 4.79, p < 0.001; Cohen's
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Fig. 2. Differences between induced oscillations post minus pre rTMS intervention, divided by the interventions: negative peak; positive peak; and random phase.
Topographical plots show the statistically significant results from the pairwise comparison using cluster-based t-tests, with indications of the frequency band (0: theta 4—7 Hz, a:
alpha 8—12 Hz, B2: high beta 21-29 Hz, y2: high gamma 60—90 Hz), and electrodes comprising the clusters highlighted as yellow dots. Time-frequency plots show the spectral
power difference (post-rTMS minus pre-rTMS) tested by single-pulse TMS of the left dorsomedial prefrontal cortex, averaged across all subjects and the electrodes that composed
the significant clusters. Left column plots show time-frequency plots averaged across all the common electrodes indicated on the topographical plots to the left, corresponding to
anterior scalp regions close to the left dorsomedial prefrontal cortex targeted by the rTMS interventions. Right column plots show time-frequency plots averaged across electrodes
indicated on the topographical plot to the left, corresponding to parieto-occipital cortex. Dotted black boxes indicate the periods and frequencies, in which the significant clusters
were found. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

d = 1.64, Clgsy = [1.23, 2.05]). No significant change was observed
after either positive-peak or random phase rTMS intervention.

3.4. Accuracy and response time in the working memory task

The accuracy of all trials and response time of all trials followed
a normal distribution (Shapiro—Wilk normality test, accuracy:
W(47) = 0.981, p 0.645; response time: W(47) 0.977,
p = 0.495), with distribution peaks distant from extreme values,
pointing against a ceiling effect. We found no evidence for change
in accuracy following any intervention. The generalized linear
model for accuracy did not reveal significance of either the fixed
effects time (pre-rTMS and post-rTMS measurements; p = 0.965),
or rTMS intervention (negative peak, positive peak and random
phase; p = 0.441) or the interaction time*intervention (p = 0.447).
In contrast, the linear mixed effects model for response time found
significance of rTMS intervention (p = 0.041), time (p < 0.001) and
the interaction time*intervention (p = 0.004), with a post hoc
analysis pointing to a significant decrease in response time

following the negative-peak intervention (t-test: t(15) = —2.94,
p = 0.010; d = 0.49, Clgsy = [0.13, 0.85]), but no significant change
following the positive-peak intervention (t-test: t(15) = -0.21,

p = 0.836) or random-phase intervention (t-test: t(15) = —0.47,
p = 0.642) (Fig. 4).

Furthermore, we observed an association between response
accuracy and response time, with higher accuracies being associ-
ated with quicker response times (Fig. 4c). This is likely the result of
confident responses being more promptly delivered. The rTMS
intervention might have caused subjects to respond more impul-
sively, reducing the response time regardless of accuracy. We
therefore repeated the analysis by only taking into consideration
the response time for correct responses. The previous results were
maintained, as the linear mixed effects model also revealed a sig-
nificant interaction time*intervention (p = 0.002), with the post hoc
analysis also pointing to a significant decrease in response time
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selectively following the negative peak intervention (t-test:
t(15) = —2.98, p = 0.009; d = 0.52, Clgs% = [0.16, 0.88]).

3.5. Correlation analyses between changes in working memory
response time, TMS-induced oscillations and phase amplitude
coupling

We found a non-significant trend towards an inverse correlation
between changes in theta power and response time in the negative
peak rTMS condition (r = —0.52; p = 0.038, Bonferroni corrected
threshold p < 0.006), i.e., an increase in oscillatory theta power was
associated with faster response times. No other significant corre-
lations or trends were found (Fig. 5). Also concerning the negative
peak rTMS condition, the prefrontal PAC increase was correlated to
the increase in posterior high gamma response (r = 0.68; p = 0.005,
Bonferroni corrected threshold p < 0.006), although we found no
significant correlation with changes in working memory response
time (Fig. 6).

4. Discussion

Our results suggest that rTMS of the dorsomedial prefrontal
cortex with stimuli phase-locked to different phases of the local
theta oscillation can differentially modulate cortical responsivity
and performance in a working memory task. This corroborates and
extends previous findings from slice preparations, animal experi-
ments and recent studies in humans.

4.1. TMS-EEG

As hypothesized, rTMS phase-locked to the prefrontal theta
oscillation significantly modulated cortical responses following the
intervention. This was observed by an increased stimulus-induced
oscillatory power of the theta band following rTMS phase-locked to
the negative peak of the local theta oscillation, whereas positive
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peak rTMS led to a decrease in the theta-band response. These stimulation in the left prefrontal cortex, and in the targeted fre-
changes occurred specifically in cortical regions around the site of quency band (Fig. 2). Oscillations induced by single-pulse TMS are
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thought to reflect the strength of naturally occurring activity of the
stimulated cortex, as stimulation induces most prominent re-
sponses in the prevailing frequency band of that cortex. This is
detected by the increased signal amplitude of that frequency band,
which represents a larger number of cortical neurons activating in
synchrony to that oscillation [53,54]. In the prefrontal cortex theta
oscillations are prevalent, with significant physiological relevance
for cognitive processing [7,55].

Of particular interest, the effects observed in this study occurred
in the expected direction, with negative-peak rTMS enhancing
theta oscillatory responses and positive-peak rTMS suppressing
them. This result can potentially be explained by the nature of the

corresponding interventions. Repetitive stimuli during a known
state of higher excitability (i.e., the negative peak of the surface EEG
theta oscillation, which is associated with higher likelihood of
neuronal firing) is prone to lead a neuronal population to a sus-
tained increase in responsivity to further stimuli, and opposite ef-
fects when stimuli occur during the state of lower cortical
responsivity (i.e., positive peak) [14,16,56]. Moreover, the timing of
these repetitive stimuli was by design phase-locked to the local
ongoing theta oscillation, causing synchronous activation of
neuronal populations specifically sensitive to excitability states
determined by that oscillation. This might have led to the
strengthening connections within the neuronal circuitries that

Negative Peak rTMS
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Fig. 6. Correlations between changes in phase-amplitude coupling, TMS-induced oscillations and reaction times in the negative-peak rTMS intervention. Each dot corre-

sponds to the results from one individual subject. Data on x-axes are changes in power

of induced oscillations post-rTMS minus pre-rTMS intervention (A z-scores), and change in

WM response time in seconds (rightmost plot). Data on y-axes are changes in phase-amplitude coupling (A z-scores) post-rTMS minus pre-rTMS intervention. Black lines are least-

squares fit regression lines of the data from Pearson's correlation analysis.
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respond to theta oscillation, leading to a larger number of neurons
reacting synchronously to incoming stimulus in that frequency
band. The observable effect is the increased responsivity of the
prefrontal cortex in the theta frequency band, measured with TMS-
EEG, following repetitive stimulation during the theta high-
excitability phase.

The lack of a significant effect from rTMS applied at random
phase corroborates the relevance of phase-specific stimulation in
promoting these neuromodulatory effects. Nevertheless, this con-
dition resulted in a trend towards a decreased theta power
response at early latencies (up to 300 ms after the TMS pulse,
Fig. 2), which, to a lesser extent, was also observed after the
negative-peak intervention, and reached significance after the
positive-peak intervention. Corresponding effects have been
described following other neuromodulatory interventions,
including TBS [57,58], transcranial direct current stimulation [59]
and magneto- and electroconvulsive therapy [60], suggesting that
decreased early theta power responsivity to single-pulse TMS
might correspond to an unspecific effect of prefrontal cortex
stimulation. A possible complementary explanation is that early
TMS responses in the theta band represent peripherally evoked
responses caused by the multisensory input from TMS [61], which
adds to the low specificity of the observed effect. This is supported
by the results of probing cortical responsivity with sham stimula-
tion, which also induced an early theta response (Supplementary
Fig. 3). In the responses to real TMS, these effects were followed
by diverging TMS-EEG signatures at later latencies, which were
specific to the different interventions (cf. Fig. 2). By using a TMS
sham control for peripherally evoked responses, Herring et al.
observed that occipital cortex TMS evokes increased alpha oscilla-
tory activity for up to 800 ms after the pulse, a frequency mode
predominant in that cortical region, with positive cortical state
modulatory effects [54]. These findings provide additional evidence
that modulation of oscillatory responses specific to the cortical
region of interest can involve latencies beyond 300 ms after the
TMS pulse.

Importantly, the bursts of rTMS consisted of pulses in the
gamma-frequency range (100 Hz), which were synchronized to
either the negative or positive peak of the ongoing prefrontal theta
oscillation, simulating theta—gamma PAC. Theta-gamma PAC, with
gamma nested in the negative phase of the theta oscillation, occurs
in large-scale cortico—thalamo—cortical, cortico—cortical, and
cortico—hippocampal networks during information encoding and
retrieval, providing a general mechanism underlying synaptic
plasticity and memory formation [2,12—14,62,63]. The present
findings are also in line with our previous observations in human
motor cortex that gamma-burst rTMS resulted in an LTP-like in-
crease in excitability of the corticospinal projection, but only if
synchronized to the negative peak of the ongoing p-oscillation, a
high-excitability state of the corticospinal system [27]. Likewise,
the negative peak rTMS intervention was also responsible for
increasing the strength of the endogenous theta-gamma PAC in the
stimulated DMPFC (cf. Fig. 3), further suggesting that the procedure
is differentially modulating prefrontal circuits involved in local
theta oscillation dynamics. One objection is that, although there is
previous evidence suggesting that cortical stimulation applying
similar theta-phase nested gamma-frequency ranges (80—100 Hz)
by using cross-frequency tACS might be optimal for modulating
prefrontal cortex responsivity [22,23], it is not clear whether this
can be translated directly to the present method, nor whether this
is a necessary condition to increase endogenous theta-gamma PAC.
Further studies would be required to test possible roles and pa-
rameters for the nested gamma-frequency TMS bursts in this
experimental setting of prefrontal theta-phase dependent induced
plasticity.

399

Brain Stimulation 15 (2022) 391-402

Moreover, theta phase-specific rTMS also modulated oscilla-
tions in other frequency bands depending on the rTMS intervention
(Fig. 2). This might indicate a complex interaction between oscil-
latory circuitries in the frontal cortex. Responses to prefrontal
cortex stimulation also involve induced oscillatory activity in the
high beta band (20—29 Hz) that corresponds to a stimulation site-
specific reactive tuning of the corticothalamic circuits [53]. Modu-
lation of beta oscillations in the prefrontal cortex has been shown to
disrupt WM, and beta activity has been suggested to represent
brain states distinct from theta—gamma [64,65]. In this line, alpha
and beta activity in the prefrontal cortex has been associated with
further functions including control inhibition tasks, behavior
maintenance and rule-oriented behavior [30,66,67]. These cogni-
tive functions might also be affected by the theta phase-specific
rTMS, although this was not tested in the present study and
further investigations would be necessary to explore this hypoth-
esis. Of note, only the positive-peak rTMS intervention led to sig-
nificant modulation (i.e., a decrease) of this oscillatory response in
the high beta band. Although prefrontal alpha has also been asso-
ciated with relevant cognitive functions, the results observed here
(i.e., the increase specifically observed in the negative-peak rTMS
intervention) might have been confounded by the close boundaries
between the theta and alpha frequencies bands. Some studies
suggested that theta can be divided into low-theta, predominantly
found in hippocampus, and high-theta, with an average frequency
of 7 Hz in prefrontal regions [68,69]. As we have employed the
classical boundaries between theta (4—7 Hz) and alpha (8—12 Hz),
the possibility must be considered that the observed increase in the
theta/alpha bands specifically following the negative-peak rTMS
intervention is centered on this boundary and reflects largely the
high-theta band, i.e., the specific oscillation of the prefrontal cortex.
Lastly, the negative-peak rTMS intervention led to a distant effect,
namely the increase in gamma responsivity in posterior regions.
This is concordant with the role of prefrontal theta oscillation in
coordinating high-frequency neuronal activity in posterior cortical
regions [2,4]. Therefore, the increased responsivity of the prefrontal
circuits responding to theta oscillation might also result in the
increased posterior gamma responsivity through fronto-posterior
networks [70]. This is further supported by the positive correla-
tion between the increases of gamma responsivity in the posterior
cortical region and prefrontal theta-gamma PAC (cf. Fig. 6).

Contrary to our expectations, no significant changes in TEPs
were observed following the rTMS interventions. This suggests that
TEP amplitudes might be insensitive to the effects of theta phase-
locked rTMS of prefrontal cortex. Of note, other studies that have
examined rTMS effects in motor cortex did not show changes in
TEPs either, despite significant changes of other cortical excitability
markers, i.e., the motor evoked potential amplitude [71,72].

4.2. Working memory task

Several studies have investigated the possible effects of non-
invasive brain stimulation on WM performance. A meta-analysis
that pooled studies using rTMS for WM improvement suggested
that, despite most studies not having found significant effects, the
pooled analysis showed an overall positive effect (i.e., an increase in
accuracy and a decrease of response time) from those rTMS in-
terventions that aimed at increasing cortical excitability [73]. The
present work also demonstrates that phase-specific rTMS differ-
entially modulated WM performance, with rTMS applied during
the negative peak of the ongoing theta oscillation significantly
shortening response time (Fig. 3). A direct comparison would be
needed to test whether theta phase-specific rTMS as applied in the
present study is more effective than other methods in enhancing
cognitive control in WM tasks.
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Our findings are also in agreement with results from other brain
stimulation studies that aimed at modulating theta activity, with
WM response time reduction following prefrontal theta burst
stimulation and theta-frequency transcranial alternating electrical
stimulation (tACS) [74—76]. Modulation of prefrontal theta oscil-
lation power is expected to alter WM response time, with increased
theta power correlated with faster and more efficient WM pro-
cessing, and considered as a marker of effective cognitive control
[77]. Accordingly, we found a trend towards an inverse correlation
between changes in single-pulse TMS-induced theta power and
response time, specific to the negative-peak rTMS condition, i.e., an
increase in oscillatory theta power was associated with faster
response times (Fig. 4). The limited statistical significance of this
finding might be explained by the modest effect size of the
negative-peak rTMS-induced decrease of WM response time. One
reason for the limited effect size of these outcomes is likely the
testing of healthy subjects with neuronal network already working
at or close to optimal capacity [78]. Another limitation is that the
r'TMS interventions were applied during rest. It is possible that the
interventions were successful in differentially modulating net-
works dependent on theta activity, as observed by their differential
effects on single-pulse TMS-induced EEG responses, but might not
have been optimal for modulating the specific circuitry responsible
for WM performance. As a consequence, despite the present
intervention leading to correlated changes in prefrontal theta-
gamma PAC and posterior gamma responsivity, these seem to
have no sway over WM output in the present study. A possible
approach to test this could be applying neuromodulatory tech-
niques during the execution of a particular task, thereby potentially
increasing the likelihood that the neural mechanisms modulated
are the ones responsible for the task's execution, as has been sug-
gested by previous reports showing trends towards stronger effect
sizes. Of note, this seems to be the case only when the intervention
is tailored to the network of interest (e.g., tACS in the theta fre-
quency of the prefrontal cortex) [68,79], but not for non-specific
interventions (e.g., transcranial direct current stimulation, rTMS
not tuned to the frequency of specific interest) [80,81]. The use of
theta-phase specific rTMS during the execution of behavioral tasks
may prove to further increase the modulatory effects over neuronal
circuits and behavioral performance associated with this oscillatory
activity, but this will need further exploration in future studies.

5. Conclusions

We demonstrated that the novel EEG-rTMS technology signifi-
cantly modulated the prefrontal theta oscillation and its related
behavioral functions in a working memory task. In accord with
recent experimental data, the present results can be explained by
phase-specific theta—gamma phase—amplitude coupling in the
prefrontal neuronal circuitry, which underlies working memory
processes. The EEG-rTMS technology can potentially enrich the
scientific inquiry of the physiological underpinnings of cognition in
humans. More importantly, we and others believe that exploitation
of theta—gamma phase—amplitude coupling has the potential to
alleviate working memory impairment in individuals suffering
from neuropsychiatric disorders.
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