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Abstract.  [Context and Motivation] Recent studies have highlighted 

transparency and explainability as important quality requirements of AI systems. 

However, there are still relatively few case studies that describe the current state 

of defining these quality requirements in practice. [Question] The goal of our 

study was to explore what ethical guidelines organizations have defined for the 

development of transparent and explainable AI systems. We analyzed the ethical 

guidelines in 16 organizations representing different industries and public sector. 

[Results] In the ethical guidelines, the importance of transparency was 

highlighted by almost all of the organizations, and explainability was considered 

as an integral part of transparency. Building trust in AI systems was one of the 

key reasons for developing transparency and explainability, and customers and 

users were raised as the main target groups of the explanations. The organizations 

also mentioned developers, partners, and stakeholders as important groups 

needing explanations. The ethical guidelines contained the following aspects of 

the AI system that should be explained: the purpose, role of AI, inputs, behavior, 

data utilized, outputs, and limitations. The guidelines also pointed out that 

transparency and explainability relate to several other quality requirements, such 

as trustworthiness, understandability, traceability, privacy, auditability, and 

fairness. [Contribution] For researchers, this paper provides insights into what 

organizations consider important in the transparency and, in particular, 

explainability of AI systems. For practitioners, this study suggests a structured 

way to define explainability requirements of AI systems. 

Keywords: Transparency, Explainability, Quality Requirements, Ethical 

Guidelines, AI Systems. 

1 Introduction 

The use of artificial intelligence (AI) is changing the world we live in [23]. Algorithmic 

decision-making is becoming ubiquitous in daily life. Moreover, machine learning is 

utilized in the crucial decision-making process, such as loan processing, criminal 

identification, and cancer detection. [1, 18]. The number of organizations that are 

interested in developing AI systems are increasing. However, the black-box nature of 

AI systems has raised several ethical issues [3]. 
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To handle the ethical issues of AI and to develop responsible AI systems, various 

interest groups across the world (e.g., IEEE, ACM) have defined comprehensive ethical 

guidelines and principles to ensure responsible AI usage. The ethical guidelines of AI 

developed by three established expert groups [16, 20, 25] emphasized transparency and 

explainability for developing AI systems. In addition to that, organizations have defined 

their own ethical guidelines of AI that encompass the ethical issues which are 

prominent to the organization [3]. 

Organizations utilize different machine learning models and algorithms in the 

decision-making processes. Moreover, the outputs and the decisions of AI systems are 

usually difficult to understand and lack transparency [8]. Recent studies [6, 8] highlight 

explainability as a key requirement of AI systems that improves transparency. In 

addition, a study [2] on RE techniques and an industry guideline for building AI 

systems emphasized that explanations of AI systems enforced trust and improved the 

decision making of users when using AI systems. 

Transparency and explainability are identified as key quality requirements of AI 

systems [6, 8, 13] and are portrayed as quality requirements that need more focus in the 

machine learning context [18]. Explainability can impact user needs, cultural values, 

laws, corporate values, and other quality aspects of AI systems [6]. The number of 

papers that deal with transparency and explainability requirements have recently 

increased. However, studies on how to define explainability and transparency 

requirements of AI systems in practice are still rare and at their early stage. 

The goal of this study was to explore what ethical guidelines organizations have 

defined for the development of transparent and explainable AI systems. In this 

study, we analyzed the ethical guidelines of AI published by 16 organizations to 

understand what quality requirements these organizations have highlighted in their 

ethical guidelines. Then, we performed detailed study focusing especially on 

transparency and explainability guidelines to delineate the different components of 

explainability requirements of AI systems. 

This paper is organized as follows. Section 2 describes the related work on 

transparency and explainability as quality requirements of AI systems. In Section 3, we 

present the research method used in this study. Section 4 describes the results from the 

analysis of the ethical guidelines and presents the components of explainability of AI. 

We discuss our results and their validity in Section 5. Finally, Section 6 concludes the 

paper. 

2 Related Work 

In what follows, we first emphasize the definition of ethical requirements of AI systems 

and the close association of ethical guidelines to requirement definition. Next, we focus 

on transparency and explainability which are emerging quality requirements of AI 

systems. 
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2.1 Ethical Requirements of AI Systems 

Guizzardi et al. [17] introduced and defined ethical requirements of AI systems as 

‘Ethical requirements are requirements for AI systems derived from ethical principles 

or ethical codes (norms)’. Besides, the authors highlighted that defining the ethical 

requirements at the beginning of AI system development helps in considering the 

ethical issues during the early phases of development. Generally, ethical requirements 

of AI constitute both functional and quality requirements derived from the stakeholder 

needs in accordance with ethical principles [17, 24]. The studies on ethical requirements 

depicted the close association of ethical guidelines to requirements definition.  

 

2.2 Transparency as a quality requirement  

Cysneiros [11] and Leite and Capelli [14]’s studies classified transparency as an 

impactful non-functional requirement (NFR) of the software system. Further, the 

authors delineated the interrelationship of transparency with other NFRs, such as trust, 

privacy, security, accuracy, etc. through softgoal interdependence graphs (SIGs).  

In addition, the dependency between transparency and trust is a salient facet that 

needs to be considered in system development, such as self-driving cars [5, 13]. Kwan 

et al. [21] developed an NFR catalogue for trust, and the study reported that 

transparency positively impacted in achieving users’ trust, which was portrayed as the 

key corporate social responsibility (CSR) principle.  

The recent studies [12,13,18,19] discussed transparency as a key NFR in machine 

learning and autonomous systems. Transparency in AI systems was identified as 

quintessential, but the black box nature of AI systems makes the definition of 

transparency requirements challenging [13, 19]. Horkoff [19] emphasized the real-

world impact of machine learning and the crucial question ‘how these results are 

derived?’. Likewise, Chazette et al. [7] highlighted that transparency as an NFR is 

abstract and requires better understanding and supporting mechanisms to incorporate 

them into the system. Explanations of machine learning and AI results were proposed 

to mitigate the issues of transparency [7, 19]. The studies [7, 8] on the relationship 

between explanations and transparency of AI systems proposed explainability as an 

NFR.  

Explainability suggested as an NFR had been linked to other NFRs such as 

transparency and trust by [6]. As Köhl et al. [22] link explainability to transparency, 

and Chazette et al. [7, 8] also report that explainability aims in achieving better 

transparency. Moreover, explanations of AI systems had been identified to contribute 

higher system transparency. For instance, receiving explanations about a system, its 

processes and decisions impact both understandability and transparency NFRs [6]. 

2.3 Explainability as a quality requirement 

Köhl et al. [22] addressed the gap in ensuring explainability in system development and 

performed a conceptual analysis of systems that needs explanations (e.g., automated 

hiring system). The analysis aimed to elicit and specify the explainability requirements 

of the system. The authors proposed definitions for three questions: 1) to who are the 
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‘explanations for’ focusing on understandability, context, and target of the system, 2) 

when the system is considered explainable, and 3) how to define explainability 

requirements. 

Köhl et al. [22] and Chazette et al. [6] proposed definitions to help understand what 

explainability means from a software engineering perspective (Table 1). The definition 

of the explainability requirement by Chazette et al. [6] is based on the definition 

proposed by Köhl et al. [22]. Both of these definitions have the following variables: a 

system, an addressee (i.e., target group), an aspect, and a context. In addition to these 

variables, Chazette et al. [6] have also included an explainer in their definition of 

explainability.  

Table 1. Definitions of explainability requirement and explainability 

Köhl et al. [22]  Chazette et al. [6] 

A system S must be explainable for 

target group G in context C with 

respect to aspect Y of explanandum X.  

A system S is explainable with respect to 

an aspect X of S relative to an addressee A 

in context C if and only if there is an entity 

E (the explainer) who, by giving a corpus 

of information I (the explanation of X), 

enables A to understand X of S in C.  

 

Chazette et al. [7, 8] discussed explainability as an NFR and interlinked it with 

transparency. Further, explainability supports in defining the transparency 

requirements which impacts software quality. The authors also identified that end-users 

are more interested to get explanations during adverse situations, and they are least 

interested to know the inner working of the system i.e., how the system worked [7, 8]. 

In addition, [6, 8, 22] highlighted the tradeoffs between the explainability and other 

NFRs. Consequently, [6] indicated that when eliciting the explainability requirements, 

consideration of positive and negative impacts of explanations to the users could avoid 

conflict with transparency and understandability NFRs. 

Subsequently, Chazette et al. [6] featured explainability as an emerging NFR and 

evaluated how explainability impacts other NFRs and qualities. Their study revealed 

that transparency, reliability, accountability, fairness, trustworthiness, etc. are 

positively impacted by explainability. However, the authors acknowledged that studies 

on incorporating explainability in the software development process are in its early 

stage and need more research [6].  

3 Research Method 

The goal of this study was to investigate what ethical guidelines organizations have 

defined for the development of transparent and explainable AI systems. In the analysis 

of the ethical guidelines, we used the following research questions:  

• What quality requirements do organizations highlight in their ethical 

guidelines? 
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• What components can explainability requirements of AI systems contain? 

• How do transparency and explainability relate to other quality requirements? 

Our selection criterion was to find organizations that have defined and published 

their ethical guidelines for using AI. In late 2018, AI Finland, which is a steering group 

in-charge of AI programme, organized the ‘Ethics Challenge’. The challenge invited 

enterprises in Finland to develop ethical guidelines of AI as a way to promote the ethical 

use of AI. We identified 16 organizations that have published their ethical guidelines. 

We gathered the documents from the organizations’ websites and those documents 

contained data such as AI ethical guidelines and their explanations as simple texts, 

detailed PowerPoint slides set, and videos explaining the guidelines. 

First, we classified the organizations that have published the ethical guidelines of AI 

into three categories: professional services and software, business-to-consumer (B2C), 

and public sector. Table 2 summarizes these categories. Category A includes seven 

professional services organizations that provide a broad range of services from 

consulting to service design, software development, and AI & analytics. The two 

software companies in Category A develop a large range of enterprise solutions and 

digital services. The five B2C organizations represent different domains: two 

telecommunication companies, a retailer, a banking group, and an electricity 

transmission operator. The public sector organizations represent tax administration and 

social security services. The six companies of Category A are Finnish and the other 

three are global. Furthermore, all the organizations of Category B and C are Finnish.  

Table 2. Overview of the organizations of the study 

Category No. of Organizations Identifications 

Category A: Professional 

services and software 

9 O1-O9 

Category B: Business-to-

Consumer (B2C) 

5 O10-O14 

Category C: Public sector 2 O15 and O16 

 

We started the data analysis process by conceptual ordering [10] where the ethical 

guidelines of AI in 16 organizations were ordered based on their category name. Then, 

the categories which were also quality requirements of AI were identified by line-by-

line coding process [4]. This process was performed by the first author and was 

reviewed by the second author. Next, we performed the word-by-word coding 

technique and we focused on transparency and explainability guidelines in this step. 

We used Charmaz’s [4] grounded theory techniques on coding and code-comparison 

for the purpose of data analysis only. 

The first two authors of this paper performed separately the initial word-by-word 

coding. The analysis was based on the variables used in the definition of explainability 

by Chazette et al. [6]. These variables were addressees of explanations, aspects of 

explanations, contexts of explanations, and explainers. We also analyzed reasons for 

transparency. Discrepancies in the codes were discussed and resolved during our 

multiple iterative meetings, and missing codes were added. Table 3 shows examples of 
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ethical guidelines and codes from the initial word-by-word coding process. Next, in the 

axial coding process, the sub-categories from the initial coding process were combined 

or added under the relevant high-level categories. The quality requirements that are 

related to transparency and explainability were combined and the second author 

reviewed the axial coding process. 

Table 3. Example codes of the initial word-by-word coding process 

Example lines of ethical guidelines Examples of codes 

We tell our customers in a clear and understandable 

way where, why, and how AI has been utilized. 

Addressees – Customers 

Relationships – Understandability 

Their input, capabilities, intended purpose, and 

limitations will be communicated clearly to our 

customers. 

Addressees – Customers 

Aspects – Input, Capabilities, Purpose, 

and Limitations 

Ensure AI transparency. To build trust among 

employees and customers, develop explainable AI 

that is transparent across processes and functions. 

Reasons for transparency – Trust 

Addressees– Employees and customers 

4 Results 

This section presents the results from the analysis of ethical AI guidelines of the sixteen 

organizations. First, we summarize what quality requirements the organizations have 

raised in their ethical guidelines of AI systems. In Section 4.2, we report the results of 

the analysis of transparency and explainability guidelines and describe the components 

for defining explainability requirements. We also propose a template for representing 

individual explainability requirements. In Section 4.3, we summarize the quality 

requirements that relate to transparency and explainability. 

4.1 Overview of Ethical Guidelines of AI Systems 

This section gives an overview of what quality requirements the organizations refer to 

in their ethical guidelines. In Table 4 and 5, we summarize the quality requirements of 

AI systems that have been emphasized in the ethical guidelines of the sixteen 

organizations. 

In this study, 14 out of the 16 organizations have defined transparency ethical 

guidelines, and all the professional services and software companies have defined the 

transparency guidelines for developing AI systems. The key focus on the transparency 

guidelines encompassed the utilization of AI i.e., how the AI is used in the organizations 

(O2, O5, O6, O13). Moreover, openness or communicating openly (O4, O5, O11, O12, 

O14, O15) on how and where the AI is used in the system are indicated in the 

guidelines. Interestingly, explainability was always defined as a part of transparency 

guidelines in 13 out of the 14 organizations. The only exception was the organization 

O7 that did not cover explainability in their ethical guidelines of AI systems. A more 
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detailed analysis of transparency and explainability guidelines is described in the 

following section. 

Table 4. Quality requirements in ethical guidelines of Category A 

Quality 

Requirements 

Professional services and software 

O1 O2 O3 O4 O5 O6 O7 O8 O9 

Transparency x x x x x x x x x 

Explainability x x x x x x  x x 

Privacy x x x x x x x  x 

Security x    x x  x x 

Safety    x  x  x  

Fairness x  x x x x  x x 

Accountability   x x x  x  x 

Reliability     x x    

Table 5.   Quality requirements in ethical guidelines of Category B and C 

Quality 

Requirements 

B2C Public Sector 

O10 O11 O12 O13 O14 O15 O16 

Transparency  x x x x x  

Explainability  x x x x x  

Privacy  x  x x x x 

Security x x x x   x 

Safety  x     x 

Fairness x x x x    

Accountability  x   x  x 

Reliability       x 

 

Privacy ethical guidelines in organizations focused to protect and to avoid unethical 

usage of personal and sensitive data (O1, O2, O6). Moreover, compliance with privacy 

guidelines and the GDPR were emphasized in the privacy guidelines of the two 

organizations (O3, O4). Furthermore, Organization O6 highlighted that it is important 

to communicate how, why, when, and where user data is anonymized. Confidentiality 

of personal data and privacy of their customers are prioritized (O11, O16) and 

adherence to data protection practices (O11, O12, O13 O14, O15) are covered in the 

privacy guidelines of B2C and public sector organizations.  

Few of the professional services and software organizations (O1, O5, O6, O9) and 

B2C (O11, O13) organizations defined their security and privacy guidelines together. 

Ensuring the safety of the AI system and user data by preventing misuse and reducing 
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risks, and compliance to safety principles were also highlighted in privacy and security 

guidelines (O4, O6, O8, O11, O16). The security guidelines portrayed the need to 

develop secure AI systems (O5, O6, O8) and to follow data security practices (O1, O10, 

O11, O13, O16). 

Professional services and software organizations and B2C organizations developed 

ethical guidelines for fairness that aim to avoid bias and discrimination. According to 

the B2C organizations, AI and machine learning utilization should eliminate 

discrimination and prejudices when making decisions and should function equally and 

fairly to everyone (O10-O13). In professional services and software organizations, 

fairness is advocated by fostering equality, diversity, and inclusiveness. The algorithms 

and underlying data should be unbiased and are as representative and inclusive as 

possible (O1, O4, O6, O8). From the organizations’ viewpoint, developing unbiased AI 

contributes to responsible AI development.  

Accountability ethical guidelines focused on assigning humans who will be 

responsible for monitoring AI operations, such as AI learning, AI decision-making (O5, 

O11, O16). The objective of the organizations was to assign owners or parties who will 

be responsible for their AI operations and algorithms. The respective owners or parties 

will be contacted when concerns arise in the AI system, such as ethical questions and 

issues, harms, and risks (O4, O3, O11, O14, O16). Further, a couple of professional 

services organizations recommended establishing audit certifications, human oversight 

forums, or ethics communities to ensure accountability mechanisms throughout the 

system lifecycle and to support project teams (O7, O9). In organizations, the 

accountability guidelines are reckoned to closely relate to responsibility i.e., humans 

being responsible for the decisions and operations of the AI system. 

Professional services and public sector organizations provide contrasting 

perspectives about reliability in AI development. For professional services and 

software organizations, reliability is coupled with safety and quality standards that help 

in assessing the risks, harms, and purpose of AI before its deployment (O5, O6). 

Whereas reliability in the public sector organization centered on the use of reliable data 

in AI. When the data or algorithms are unreliable or faulty, the organization corrects 

them to match the purpose of the AI system (O16). 

4.2 From Ethical Guidelines to Explainability Requirements 

In this section, we first report why the organizations emphasized transparency and 

explainability in their ethical guidelines. Then, we describe the four components of 

explainability we identified from the transparency guidelines of the organizations. 

These components are based on the explainability definition proposed by Chazette et 

al. [6]. Finally, we suggest a template for representing individual explainability 

requirements. 

Reasons to be transparent: The ethical guidelines of 10 organizations contained 

reasons why to incorporate transparency in AI systems. Five organizations (O1, O4, 

O5, O6, O11) portrayed building and maintaining users’ trust as a prominent reason. 

Moreover, two organizations (O12, O13) highlighted that transparency supports 

security in AI systems. Organization O2 emphasized that being transparent helps in 
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differentiating the actual AI decisions and AI recommendations. Furthermore, 

Organization O5 mentioned that transparency paves the way to mitigate unfairness and 

to gain more users’ trust. The other reasons to develop transparent AI systems were to 

assess the impact of AI systems on society and to make AI systems available for 

assessment and scrutiny (O7, O14). 

Figure 1 shows the components of explainability that can be used when defining 

explainability requirements of AI systems. The purpose of these components is to give 

a structured overview of what explainability can mean. The four components can also 

be summarized with the following questions: 

• Addressees - To whom to explain? 

• Aspects - What to explain? 

• Contexts - In what kind of situation to explain? 

• Explainers - Who explains?  

Figure 1 also contains concrete examples what these explainability components can be 

in practice. These examples have been identified from the ethical guidelines of the 

organizations. 

 

 

Fig. 1. A model of explainability components  
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Addressees: The transparency guidelines covered a wide range of addressees to 

whom the AI or the different aspects of AI should be explained. Seven organizations 

(O1, O2, O6, O7, O13, O14, O15) highlighted that their AI should be explained and 

clearly communicated to their customers. Likewise, the explanations of AI systems 

were targeted to their users in O3, O5, O6, O11. According to the transparency 

guidelines of the organization O14, partners and stakeholders are also addressees of 

their AI systems. Besides, Organization O1 mentioned employees as their addressees, 

and Organization O5 narrowed the addressees down to developers of the AI systems.   

Aspects: The key aspect that needs to be explainable is the purpose of AI systems 

(O6, O11). The intended purpose of the system should be communicated to the people 

who could be directly or indirectly impacted by the system (O11). Particularly, the 

addressee(s) should know how and why the organization is utilizing AI (O5, O13). 

Further, the role and capabilities of AI (O2, O3, O6, O11) need to be explained, so that 

addressees can see when AI makes the actual decision and when it only supports people 

in making decisions with recommendations. 

Further, four organizations (O4, O6, O11, O15) mentioned to explain the inputs and 

outputs of the systems, such as inputs and outputs of the algorithms, decisions of AI 

systems. The organization O5 indicated to explain the behavior of the AI system which 

encompasses the working principles of the system (O4). In addition, algorithms and the 

inner workings of AI models are explained to the target addressees (O3, O15).  

Five organizations (O2, O3, O12, O13, O15) highlighted that it is vital to explain the 

data used in AI systems. Specifically, the data used for teaching, developing, and 

testing the AI models, and the information about where and how the data is utilized 

should be explainable. Nevertheless, the accuracy of the data on which the AI is based 

should be included when explaining the data. A couple of organizations (O5, O6) 

indicated that the limitations of the AI systems as an aspect that needs to be explained.  

Contexts: Apart from what to explain (aspects) and to whom to explain (addressees), 

the guidelines also mentioned in what kind of situations to explain i.e., the contexts of 

explanations. First, the situation when explanations are needed is when addressees are 

using the AI system (O2, O13, O14, O15). Next, developers would need explanations 

in the context of building the AI system (O4) and testing the AI system (O15). 

According to the organization O4, the situation where the explanations could play a 

supporting role is when auditing the AI system.  

Explainers: The guidelines of two organizations (O8, O9) referred to the explainer 

of the AI systems. Regarding the explainer (i.e., who explains), Organization O8 

suggested developing AI that can explain itself. Moreover, developing explainability 

tools for providing explanations of AI systems was proposed by Organization O9. But 

they did not mention any concrete definition or examples of explainability tools.  

The components of the explainability requirement can also be presented as a simple 

sentence (Figure 2). The purpose of this template is to assist practitioners to represent 

individual explainability requirements in a structured and consistent way. This simple 

template is based on the template that is used for defining functional requirements as 

user stories in agile software development. The template suggested by Cohn [9] is the 

following: As a <type of user>, I want <capability> so that <business value>. 
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Fig. 2. A template for representing individual explainability requirements 

Here we give two high-level examples of explainability requirements based on 

Figure 2.  

• “As a user, I want to get understandable explanation(s) on the behavior of the 

AI system from the system, when I’m using it” 

• “As a developer, I want to get explanation(s) on the algorithms of the AI system 

from an explainability tool, when I’m testing it” 

These high-level examples of explainability requirements aim to show that different 

addressees may need different types and levels of explanations. For example, when 

debugging the system, developers are likely to need more detailed explanations of AI 

behavior than users. Users do not necessarily want to understand the exact underlying 

algorithm and inner workings of the AI model. 

In their conceptual analysis of explainability, Köhl et al. also suggest that different 

addressees need different, context-sensitive explanations to be able to understand the 

relevant aspects of a particular system [22]. They also remark that an explanation for 

an engineer may not explain anything to a user. Furthermore, they mention that the 

explainer could be even a human expert.  

4.3 Quality Requirements Related to Transparency and Explainability 

The analysis of the ethical guidelines exhibited that transparency and explainability 

associates to several other quality requirements. Figure 3 presents the nine quality 

requirements that are related to transparency and explainability.  

 

Fig. 3. Quality requirements related to transparency and explainability                                        

+ Helps; – Conflicts 

According to the organizations, understandability contributes to the development of 

transparency and explainability of AI systems. The transparency guidelines covered 

As a <type of addressee>, I want to get explanation(s) on 

an <aspect> of a <system> from an <explainer> in a <context>. 
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three details when addressing the importance of understandability, they are 1) to assure 

that people understand the methods of using AI and the behavior of the AI system (O5, 

O12), 2) to communicate in a clear and understandable way on where, why, and how 

AI has been utilized (O15), and 3) to ensure people understand the difference between 

actual AI decisions and when AI only supports in making the decisions with 

recommendations (O2). Thus, understandability supports explainability and 

transparency by ensuring the utilization of AI is conveyed to people clearly and in 

necessary detail. Traceability in transparency guidelines accentuates the importance of 

tracing the decisions of the AI systems (O2, O12). Organization O12 also mentioned 

that it is important to trace the data used in the AI decision-making process to satisfy 

transparency. 

The transparency and explainability of AI systems can also assist in building 

trustworthiness (O1, O4, O5, O11). Prioritizing transparency when designing and 

building AI systems, and explaining the system to those who are directly or indirectly 

affected is crucial in building and maintaining trust. Furthermore, two organizations 

(O7, O13) highlighted privacy in their transparency guidelines. Ensuring transparency 

can also raise potential tensions with privacy (O7). Moreover, auditability in the 

transparency guideline suggested that it is vital to build AI systems that are ready for 

auditing (O4). Organization O5 indicated that transparency also assists in ensuring 

fairness in AI systems. In addition to the relationships shown in Figure 3, we identified 

security, integrity, interpretability, intelligibility, and accuracy in the transparency 

guidelines, but their relationship with transparency and explainability is not clearly 

stated in the guidelines.  

5 Discussion 

5.1 Transparency and Explainability Guidelines in Practice 

Nearly all the organizations of this study pointed out the importance of transparency 

and explainability in their ethical guidelines of AI systems. There were only two 

organizations out of sixteen that did not emphasize transparency. The results of this 

paper support the findings of our previous study that were based on the analysis of 

ethical guidelines in three organizations [3]. The findings of our previous analysis were 

preliminary and they suggested that transparency, explainability, fairness, and privacy 

can be critical requirements of AI systems [3]. Three other papers [6, 7, 8] also report 

transparency and explainability as the important quality requirements for developing 

AI systems. 

Thirteen organizations of this study defined explainability as a key part of 

transparency in their ethical guidelines. Similarly, the studies of Chazette et al. [7] and 

Chazette and Schneider [8] on explainability indicate that integrating explanations in 

systems enhances transparency. According to Chazette et al. [7], it can, however, be 

difficult to define and understand the quality aspect of transparency [7]. The analysis 

of the ethical guidelines also indicates that it can be difficult to make a clear distinction 

between transparency and explainability in practice. Nevertheless, providing 

explanations of AI systems supports fostering transparency. 
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The prime goal of the organizations to incorporate transparency and explainability 

in AI systems was to build and maintain trustworthiness. Two studies [6, 15] also report 

that explainability supports in developing transparent and trustworthy AI systems. 

Furthermore, Zieni and Heckel [26] suggest that delineating and implementing 

transparency requirements can support in gaining users’ trust. According to the studies 

of Cysneiros et al. [13], and Habibullah and Horkoff [18], trust as a quality requirement 

plays a vital role in the development of autonomous systems [13] and machine learning 

systems [18]. 

Based on the definition of explainability proposed by Chazette et al. [6] and the 

analysis of the ethical guidelines, we suggest four important components to be covered 

in explainability requirements. These components of explainability are 1) to whom to 

explain (addressee), 2) what to explain (aspect), 3) in what kind of situation to explain 

(context), and 4) who explains (explainer). The ethical guidelines of the organizations 

included a considerable number of concrete examples what these components can be in 

practice. We believe that these components and concrete examples can support 

practitioners in understanding how to define explainability requirements in AI projects. 

Next, we discuss these concrete examples of addressees, aspects, contexts, and 

explainers. 

The analysis of the ethical guidelines revealed that the organizations consider 

customers and users as key addressees that need explanations. Developers, partners, 

and stakeholders were also mentioned as addressees who require explanations of AI 

systems. According to Chazette et al. [6], understanding the addressees of the system 

was raised as a key factor that impacts the success of explainability.  

The ethical guidelines of the organizations contained a rather large number of 

aspects that need to be explained to addressees. For example, the explanations should 

cover role, capabilities, and behavior of the AI system. In addition, inputs, outputs, 

algorithms, and data utilized in the AI system are aspects that need to be explained. 

Köhl et al. [22] point out that explaining aspects of AI system are beneficial for their 

addressees to understand the system. Subsequently, Chazette et al. [6] highlight aspects 

that need explanations are processes of reasoning, behavior, inner logic, decision, and 

intentions of the AI systems. Furthermore, the ethical guidelines of the organizations 

pointed out that it is important to describe the purpose and limitations of the AI system. 

It can be possible to identify positive impacts and negative consequences when 

explaining the purpose and limitations of the AI system. 

The results show that the different contexts of explanations (i.e., in what kind of 

situations to explain) are: when using, building, testing, and auditing the AI system. 

Köhl et al. [22] and Chazette et al. [6] highlighted that the context-sensitive 

explanations support target groups receive intended explanations. Therefore, the 

context in which the explanations are provided can assist delineating what to explain 

(aspects). In our study, AI that explains itself was represented as the explainer of the 

system. Similarly, Chazette et al. [6] mentioned that explainers could be a system or 

parts of the system that provide information to their target groups.  

One interesting result from the analysis of the ethical guidelines was the relationship 

of transparency and explainability with other quality requirements, such as 

understandability, trust, traceability, auditability, and fairness. For instance, the 
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understandability quality aspect focused on explaining the AI utilization and behavior 

of the system transparently to the addressees. The addressees should also understand 

when the system makes a decision, and when it provides only recommendations. 

Chazette et al. [6] also report understandability as a crucial quality requirement that 

positively impacts explainability and transparency and enhances the user experience. 

Further, the guidelines exhibited the association to fairness, where ensuring 

transparency and explainability helps in mitigating unfairness. Various studies [6, 18, 

19] point out fairness as important quality requirement of machine learning [18, 19] 

and explainable systems [6]. In our study, interpretability, integrity, and auditability 

were also highlighted in the transparency and explainability guidelines. Similarly, 

Habibullah and Horkoff [18] identified interpretability and integrity as popular quality 

requirements of AI systems in industries, and Chazette et al. [6] report that explanations 

support the auditability requirement of the system. In addition, quality requirements 

such as, accuracy, traceability, privacy and security were emphasized in the ethical 

guidelines. In the literature [6, 18, 19], all these four quality requirements are 

considered to be essential when building AI systems. 

5.2 Threats to Validity 

Generalizability. Our study focused on the ethical guidelines of AI published by the 

16 organizations. However, the ethical guidelines do not necessarily reflect what is 

happening in these organizations. Nevertheless, we think the guidelines contain 

important knowledge that should be considered when developing transparent and 

explainable AI systems. Therefore, we believe that organizations can utilize the results 

of this study to gain an overview and to understand the components that can help 

defining explainability in AI systems development. 

Majority of the organizations of this study were Finnish or Finland-based 

international companies, and only three out of the sixteen organizations were global. 

When we compared the ethical guidelines of the global organizations with the ethical 

guidelines of the other organizations, there were no significant differences between 

them. 

Reliability. Researcher bias might have influenced the data analysis process. To 

avoid misinterpretation and bias, the coding process was done by two researchers 

separately. The high-level categorization of the organizations was also reviewed by a 

third senior researcher who is also one of the authors of this paper.  

The organizations selection strategy resulted in some limitations. We selected 

organizations that have published their ethical guidelines of AI publicly in Finland. 

Hence, may be the smaller number of public sector organizations in our study. 

However, the focus of our study was on transparency and explainability, so we did not 

make conclusions based on the categories of the organizations. 
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6 Conclusions 

The goal of our study was to investigate what ethical guidelines organizations have 

defined for the development of transparent and explainable AI systems. Our study 

shows that explainability is tightly coupled to transparency and trustworthiness of AI 

systems. This leads to the conclusion that the systematic definition of explainability 

requirements is a crucial step in the development of transparent and trustworthy AI 

systems.  

In this paper, we propose a model of explainability components that can facilitate to 

elicit, negotiate, and validate explainability requirements of AI systems. The purpose 

of our model is to assist practitioners to elaborate four important questions 1) to whom 

to explain, 2) what to explain, 3) in what kind of situation to explain, and 4) who 

explains. The paper also proposes a simple template for representing explainability 

requirements in a structured and consistent way.  

One important direction in our future research is to perform case studies to 

understand how transparency and explainability requirements are defined in AI 

projects. We also aim to investigate how practitioners implement ethical guidelines in 

the development of AI systems. In addition, we are planning to conduct action research 

studies to explore how the model of explainability components and the template for 

representing explainability requirements can be applied in AI projects. Our long-term 

plan is to investigate how explainability requirements can be used in the testing of AI 

systems.  
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