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A Priority-Based Distributed Channel Access
Mechanism for Control over CAN-like Networks

Shengquan Wang, Tahmoores Farjam, and Themistoklis Charalambous

Abstract— In this work, we study the distributed channel
access problem for multiple subsystems equipped with smart
sensors sharing a capacity-limited communication network to
perform their control tasks. We propose a fully distributed
scheme to use the limited communication resources efficiently
with respect to a quadratic cost which reflects the control
performance. More specifically, we adopt a priority assignment
scheme which consists of two layers: (i) a dynamic priority
that corresponds to the time-varying criticality of transmission
for each subsystem, and (ii) a pre-specified static priority
which ensures that channel access is collision-free. We first
demonstrate how the dynamic priorities can be manipulated to
allocate the resources with respect to the chosen cost. Next,
we propose a synchronization method which enables fully
distribute implementation over controller area network (CAN)
hardware. We validate the compatibility of our method with
the mature hardware technology of CAN by hardware-in-the-
loop simulations. Finally, we demonstrate the efficacy of our
proposed scheme and evaluate its performance in large-scale
networks via simulation.

Index Terms— Networked control systems, distributed chan-
nel access, cost of information loss, controller area network.

I. INTRODUCTION

For more than a decade, there has been a growing trend
toward adopting the concept of networked control systems
(NCSs) in several applications (see, for example, [1]–[3] and
references therein), where the spatially distributed sensors,
controllers and actuators exchange information over a shared
network, thus encompassing the tight coupling between com-
munication and control. Although adopting NCSs instead of
conventional solutions offers many benefits, such as flexible
architectures and lower cost, orchestrating the communica-
tion of different components over the shared network can be
challenging and even prohibitive in some scenarios.

Ample research has been dedicated to the development of
control-aware scheduling mechanisms which often require
a central unit in the network to collect data from all the
involved subsystems and coordinate channel access; see, for
example, [4]–[7] and references therein. However, a central-
ized approach results in large communication overhead and
in many practical scenarios such an approach is infeasible
due to the (possibly varying) network size and topology,
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or even problem constraints. Such a scenario necessitates
implementation of distributed channel access mechanisms. A
popular method is to adopt static schedules, such as round
robin, where subsystems transmit according to a predefined
sequence thus eliminating the need for information exchange
between subsystems. Despite their simplicity and easy im-
plementation, static schedules are inadequate for NCSs since
they disregard the dynamics of the involved subsystems
which determines how critical their need for communication
is over time. To address this, contention-based dynamic
scheduling methods have been proposed which allocate the
resources based on the time-varying transmission priorities.

Try-once-discard (TOD) is one of the most well-known
channel access schemes proposed for deterministic systems
where the deviation of the state from its nominal value is
chosen as the priority measure for sensors’ data transmission
[8]. The application of TOD has been also extended to
networks with packet drops [9]–[11]. In [12], this idea
was considered for fully observable stochastic systems and
channel access was granted by combining the error-based
deterministic priorities with probabilistic transmission de-
cisions to decrease the collision rate. In case of partial
observations, the information available at the sensor was
utilized to derive the value of information (VoI) and use
it as the priority measure in [13], [14]. In similar settings,
using the information available at the estimator was shown
to lead a priority metric, referred to by cost of information
loss (CoIL), which relies only on the statistical properties
of the observations [15]. By utilizing the concept of CoIL
and relying on the fact that no measurements are needed for
updating the evolution of the state estimate and the statistics
on the receiver side, a timer-based mechanism was proposed
for perfect communication channels [16] and for imperfect
(wireless) communication channels [17]–[19]. In [16], the
timers at each slot are set such that they are inversely
proportional to the CoIL, while in [17]–[19] the channel
conditions are also incorporated in the timers.

By assuming infinite accuracy and negligible duration of
flag packets, given that the sensors transmit raw measure-
ments, timers can provide collision-free channel access even
in homogeneous networks. However, most sensors nowadays
have limited processing power [20] which can be leveraged
for better control performance as discussed in [21], [22].
Even with infinite accuracy and proper initialization, packet
collisions are inevitable for homogeneous networks with
smart sensors, since the resulting CoIL, and thus the timer
values, can be exactly the same for multiple subsystems.



In this work, we consider the LQG scenario in which
multiple subsystems with decoupled linear dynamics and
observations communicate over a time-slotted network and
the aim is to efficiently share the limited resources for
minimizing a quadratic cost. Additionally, we consider the
case where subsystems are equipped with smart sensors
which pre-process the measurements before transmission as
it improves the estimation accuracy at the receiver side.
In this regard, we utilize CoIL as a priority measure (by
computing the timer values as proposed in [16]) and propose
a distributed channel access method based on bit-wise arbi-
tration. Similar to CAN protocol, during the contention phase
(preceding data transmission in each frame), subsystems
transmit their identifiers bit-by-bit and the subsystem with
the dominant (to be explained later) identifier transmits its
data on the network. However, unlike the standard CAN
protocol, the identifiers in our work are assigned dynamically
as in TOD [8] but such that channel access is given to
the subsystem with the highest cost (e.g., CoIL). Our main
contributions can be summarized as follows.
• Inspired by [8], we adopt a hybrid priority assignment

scheme which consists of two segments: a dynamic and
a static. The dynamic part is based on a mapping of
the timer values, which ensures that higher priorities are
given to subsystems with smaller timers, while the static
segment guarantees collision-free channel access.

• We demonstrate how the hybrid priorities can be realized
in CAN networks by manipulating the message identifiers
and propose a synchronization method to enable fully
distributed implementation.

• We provide experimental evidence of the efficacy of our
proposed scheme over CAN bus by using hardware-in-
the-loop simulations. The results indicate that our method
provides collision-free channel access to subsystems with
the highest CoILs. More importantly, our proposed syn-
chronization method enables implementing the proposed
scheme over CAN bus in a fully distributed manner.

The remainder of the paper is organized as follows.
Section II provides the system model and necessary pre-
liminaries. In Section III, we present our proposed priority
assignment scheme and discuss how the dynamic priorities
are determined. Section IV is dedicated to hardware imple-
mentation and how the synchronization issues over CAN-bus
are resolved. In Section V we demonstrate the performance
of our method for an experimental setup and finally draw
conclusions and discuss future directions in Section VI.

Notation: Vectors and matrices are denoted by lowercase
and uppercase letters, respectively. A random vector x from
a multivariate Gaussian distribution with mean vector µ and
covariance matrix X is denoted by x ∼ N (µ,X). Sn+ is the
set of n by n positive semi-definite matrices. The transpose
matrix of matrix A is denoted with AT , its inverse with A−1,
and ρ(A) denotes the spectral radius of A. fn(·) is the n-fold
composition of f(·) with the convention that f0(X) = X ,
and g ◦f(·) , g(f(·)). E{·} represents the expectation of its
argument.
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Fig. 1. The considered NCS in which N subsystems compete at each time
step k for accessing the channel in order to transmit their most recent state
estimate over the CAN-like network.

II. PROBLEM FORMULATION AND PRELIMINARIES

The schematic diagram of the considered NCS is depicted
in Fig.1 where N subsystems communicate over a shared
network. This section provides the necessary preliminaries
and modeling of the various components of each subsystem.

A. Dynamics

The dynamics of each subsystem i is described by the
following linear time-invariant (LTI) process in discrete time:

xi,k+1 = Aixi,k +Biui,k + wi,k, (1)

where xi,k ∈ Rni and ui,k ∈ Rmi are the local states and
control inputs at time step k, respectively. Ai and Bi are the
system and input matrices of appropriate dimensions and we
consider all subsystems are unstable, i.e., ρ(Ai) > 1 for
all i. The dynamics are affected by the random disturbance
wi,k ∼ N (0,Wi).

B. Sensing

The sensors measurements are described as

yi,k = Cixi,k + vi,k, (2)

where yi,k ∈ Rpi is the noisy output of i at k measured
by the local sensor, Ci is the measurement matrix and
vi,k ∼ N (0, Vi) is the measurement noise which is assumed
to be mutually independent from the plant disturbance.
We consider the scenario in which the local sensors are
smart, i.e., they have the computational capability for pre-
processing their measurement data before transmission. This
allows them to compute the a posteriori state estimate at each
time k, denoted by x̂sk|k, through the following recursion

x̂si,k|k−1 = Aix̂
s
i,k−1|k−1 +Biui,k−1, (3a)

P si,k|k−1 = hi(P
s
i,k−1|k−1), (3b)

Ki,k = P si,k|k−1C
T
i (CiP

s
i,k|k−1C

T
i + Vi)

−1, (3c)

x̂si,k|k = x̂si,k|k−1 +Ki,k(yi,k − Cix̂si,k|k−1), (3d)

P si,k|k = gi ◦ hi(P si,k−1|k−1), (3e)

which corresponds to running a local Kalman filter at the
sensor side. The functions h, g : Sn+ → Sn+ for computation



of the a priori and a posteriori error covariances in (3b) and
(3e), respectively, are defined as

hi(X) , AiXA
T
i +Wi, (4)

gi(X) , X −XCTi (CiXC
T
i + Vi)

−1CiX. (5)

We assume that the pair (Ai, Ci) is observable and
(Ai,W

1/2
i ) is controllable which guarantees that gi ◦

hi(X) = X has unique positive semi-definite solution which
we denote by P i. Since P si,k|k converges to P i exponentially
fast, we safely assume that P si,k|k = P i for all k [23].

Due to the network constraints, only one subsystem can
transmit its data over the bus. This is captured by the
following constraint

N∑
i=1

δi,k ≤ 1, ∀k, (6)

where δi,k represents whether i transmits at k such that

δi,k =

{
1, sensor i transmits x̂si,k|k at k,
0, otherwise.

(7)

Note that if δi,k = 1 then the corresponding data packet is
guaranteed to be received successfully at its destination.

C. Control and estimation

We consider the LQG scenario and adopt a controller such
that it minimizes the linear quadratic cost given by

J∞ = lim
K→∞

1

K
E

{
K−1∑
k=0

N∑
i=1

(
xTi,kQixi,k + uTi,kRiui,k

)}
,

(8)

where Qi and Ri are positive semi-definite and positive
definite weighting matrices of appropriate dimensions. The
certainty equivalent controller is optimal in this setting and
the inputs are given by

ui,k = Lix̂k|k, (9)

where Li is the stabilizing feedback matrix of appropriate
dimensions. Assuming that the pairs (Ai, Bi) and (Ai, Q

1/2
i )

are controllable and observable, respectively, Li exists and is
unique (see [24, Ch. 8]). Moreover, x̂i,k|k is the state estimate
which is computed by the estimator. Let ti,k , k−max{κ ≤
k : δi,κ = 1} denote the time elapsed since the most recent
transmission of i. Then the state estimate and the associated
error covariance at the estimator side are given by

x̂i,k|k = (Ai +BiLi)
ti,k x̂si,k−ti,k|k−ti,k , (10)

Pi,k|k = h
ti,k
i (P i), (11)

where hi(X) is defined in (4) and we assume h0i (X) , X
for compact representation. Although the inputs are applied
regardless of availability of a data packet, ti,k depends on
the δi,k which influences the estimated state (10) and thus
the input in (9).

D. Cost of information loss (CoIL)

We first reintroduce CoIL and then discuss how it can be
calculated for the setup considered in this work. Let Ji,k
be the one-step cost of subsystem i at time k, i.e., Ji,k =
xTi,kQixi,k + uTi,kRiui,k (see (8)). Our aim is to solve the
following optimization problem to determine the decision
variables δi,k.

Problem 1.

min
δ1,k,...,δN,k

N∑
i=1

E{Ji,k|δi,k},

subject to
N∑
i=1

δi,k ≤ 1,

where the constraint ensures collision-free transmission. This
problem can be solved in a distributed manner by adopting
the concept of CoIL, which as the name suggests, indicates
how much the cost increases when a subsystem does not
receive a data packet, i.e.,

CoILi,k = E{Ji,k|δi,k = 0} − E{Ji,k|δi,k = 1}. (12)

Similar to the approach of [15], by considering which
components of the cost are affected by the channel access
decision we can obtain

CoILi,k = tr
(
Γi
[
E{Pi,k|k|δi,k = 0} − E{Pi,k|k|δi,k = 1}

])
= tr

(
Γi

[
h
ti,k−1+1
i (P i)− P i

])
, (13)

where Γi = LTi (BTi ΠiBi + Ri)Li and Πi is the unique
solution of the following discrete-time algebraic Riccati
equation (DARE)

Πi = ATi ΠiAi +Qi − LTi (BTi ΠiBi +Ri)Li. (14)

In essence, CoIL can be interpreted as how much the error
covariance at the estimator side decreases if it receives the
sensor’s data packet.

Consequently, the optimal channel access decisions at
k for solving Problem 1 is given by arg maxi CoILi,k.
Therefore, CoILi,k corresponds to transmission priority of
i at k and since each sensor can compute this value with-
out information exchange as per (13), it can be used for
distributed implementation.

E. The CAN bus

The CAN bus is a well-known priority based protocol
used in several industries and is the most prevalent in
automotive industries for connecting various components.
The CAN protocol uses a non-destructive mechanism with
binary count down for contention resolution. Bit values 1
and 0 are encoded as recessive and dominant, respectively,
and the dominant signal always prevails upon recessive [25].
Before transmitting their data, subsystems transmit their
fixed-length identifiers, i.e., priority, on the bus bit-by-bit
and listen on the bus. If a subsystem sends a recessive bit but
receives a dominant one, it means that other subsystems with
higher priorities are trying to access the network. Therefore,



this subsystem backs off while the dominant subsystems
continue this procedure. When all the identifiers are distinct,
a single subsystem will be the only winner at the end of the
contention period and it proceeds to transmit its data without
any collision.

III. PRIORITY ASSIGNMENT AND CONTENTION
RESOLUTION

In this section, we first discuss how the timer values can
be utilized for contention resolution in CAN-like network.
Then, to overcome the shortcomings of adopting timers, we
present our hybrid priority scheme and demonstrate how its
implementation in CAN-like networks can solve Problem 1
in a distributed manner.

In essence, the timer-based mechanism grants channel
access to the subsystem with the smallest timer value which
is given by

τi,k =
λ

CoILi,k
, (15)

where the positive constant λ is identical for all subsystems.
Despite the significant reduction of communication overhead,
adopting this mechanism in NCSs considered here can result
in packet collisions, as aforementioned. To overcomes this,
we propose a hybrid priority scheme which requires a fixed
contention period and the contention can be resolved by
bit-wise arbitration which facilitates its implementation on
CAN-like networks.

Let m̂i,k denote the identifier of subsystem i, at time step
k, which represents its priority. Note that unlike the original
CAN protocol, this value is time-varying. To minimize the
one-step cost, the timer value given in (15) should be
mapped to identifier m̂i,k such that the subsystem with the
smallest timer, or, equivalently, the highest CoIL, transmits
its data. Based on the contention arbitration mechanism,
the subsystem with the smallest timer is assigned with the
smallest identifier m̂i,k representing higher priority in CAN.
Let f(·) be a continuous, nonnegative, and monotonically
nondecreasing function; then, the identifier can be deter-
mined by m̂i,k = [f(τi,k)] where [·] denotes the function
round to the nearest integer. Assuming that the identifier
consists of n contention bits, it is constrained between 0 and
m̂max, where m̂max = 2n − 1 denotes the identifier’s upper
bound and thus the identifier assignment could be refined as

m̂i,k =


0 if m̂i,k ≤ 0,
[f(τi,k)] if m̂i,k ≤ m̂max ,
m̂max otherwise.

(16)

Although the subsystem with the smallest timer value has
also the highest priority to transmit in this scenario, collisions
are possible since multiple subsystems can have identical
identifiers. Inspired by [8], we propose the hybrid priority
scheme to ensure contention-free transmission. In the hybrid
priority scheme, an identifier is comprised of two parts: a) a
dynamic identifier, which is determined by CoIL as per (15)
and (16) and occupies the most significant bits, b) a static

Fig. 2. Three subsystems competing for channel access using bit-wise
arbitration with 0 being the dominant bit. At time step k, SS2 and SS3 lose
the dynamic and static priority contention, respectively, and SS1 wins the
contention. At time step k + 1, SS2 has the dominant dynamic identifier
and wins the contention.

identifier,1 which is predefined with a unique number and
occupies the least significant bits. Herein, m̂i,k represents
the dynamic identifier.

When multiple subsystems attempt to access the network
(almost) simultaneously, first the dynamic identifier are used
to resolve the contention. Then, if multiple subsystems have
the highest priority dynamic identifier, arbitration proceeds
by comparing the static identifiers. Since the static identifiers
are distinct, collision-free data transmission is guaranteed
even if multiple subsystems have the same dynamic iden-
tifier. Fig. 2 depicts three subsystems competing for data
transmission based on the hybrid priority scheme. At time
step k, subsystem SS2 fails the dynamic priority contention
due to its lower priority level i.e., higher timer value,
and switches to listening mode. However, the other two
subsystems continue to transmit their static identifiers which
determines SS1 as the winner for data transmission due to the
lower static identifier. As the next frame begins, subsystems
re-compute their dynamic identifiers with respect to their
current timers while the static identifiers remain unchanged.
For the illustrative scenario in Fig. 2, at time k+ 1 SS2 has
the smallest timer thus the smallest dynamic identifier and,
hence, it transmits its data packet.

Proposition 1. Implementing the proposed hybrid priority
scheme guarantees mean-square stability of the NCS.

Proof. Since the actuation link is perfect, mean-square sta-
bility of the NCS can be established by verifying whether
E{Pi,k|k} < ∞ for all i [26]. Similar to the arguments
provided in [27, Proposition 1], since ρ(Ai) > 1 we can
conclude that the off-duty cycle of each sensor is bounded
which concludes the proof. In addition, the evolution of the
error covariance at the estimators can be modeled by a finite
Markov chain with a binary transition probability matrix and
thus channel access converges to be periodic.

IV. HARDWARE IN THE LOOP IMPLEMENTATION

To realize the hybrid priority scheme for contention res-
olution on the hardware, the key factor is to guarantee

1Note that distributed coordination techniques can be used to obtain the
static identifiers in a distributed fashion.



that all subsystems transmit (almost) simultaneously. To
achieve this, one of the subsystems transmits a distinct
Sync Message periodically as a trigger to synchronize
the subsystems to get into contention on the network; see
Fig. 3. The Sync Message has a unique identifier with
the highest possible priority which distinguishes it from other
hybrid identifiers.

Fig.3 demonstrates how subsystems are synchronized peri-
odically by SS1, which broadcasts Sync Message accord-
ing to its internal clock to synchronize all subsystems. After
the reception of this message, all subsystems, including SS1
itself, compute their hybrid identifiers and contend for data
transmission accordingly.

The hardware-in-the-loop implementation requires subsys-
tems with the capacity to communicate on CAN network and
also collects data from sensors. In addition, they need to com-
pute the identifier m̂i,k based on the timer as shown in Fig 4.
STM32 Arm development board is a suitable candidate for
our purpose as many open resources and standard libraries
are available and also it is embedded with bxCAN controller.
To validate the message on the network, CANoe and its CAN
interface have also been introduced to collect messages. The
micro-controller is STM32F103 Cortex-M3 with maximum
CPU speed of 72 MHz, and the CAN transceiver is TJA1050
which could support up to 1 Mbps. Free real-time operating
system is implemented considering it is free and easily
portable. To simplify the realization, the dynamics of each
subsystem is simulated in software and the necessary data
is transmitted to the development board. There are several
main tasks in the kernel, and the schedule is as follows.
• First, a queue is created before tasks start, which is

always empty until a new token is written in by the task.
• SS1 starts to broadcast the Sync Message to synchro-

nize all the subsystems connected to the shared medium.
• After the reception of Sync Message, one token is

written into the queue waited by CAN_trans_task
which is always in blocked state until the queue is not
empty.

• Subsequently, CAN_trans_task exits the blocked
state and computes the identifier m̂i,k based on the timer
value. Then the data packet is transmitted and the token
is removed by this task. And the queue becomes empty
and the task enters blocked state again.

• Another task will be utilized to check the status of
transmission. If a message with different identifier is
received, it means that the contention was lost and all the
pending messages in bxCAN will be aborted and would
not re-transmit again at current time step.

• The subsystem uploads the transmission status to the
computer and downloads the dynamic identifier for the
next time step.

Subsystem SS1 has the identical task set except it
transmits the data packet directly without waiting for
Sync Message. Thanks to the real time operating system,
SS1 could still get into contention with others as they have
the same task routine.

Fig. 3. Three subsystems are synchronized by SS1 and contend to transmit
on the shared medium.
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CAN
board

Fig. 4. Hardware in the loop diagram, in which the CAN board is used
the MCU to compute identifiers and the CAN transceivers to communicate
in the network.

V. EXPERIMENTAL RESULTS

To validate the performance of the hybrid priority scheme,
we first consider a NCS with three subsystems as depicted
in Fig. 4. In our hardware-in-the-loop setup, one real CAN
board is in charge of broadcasting the synchronization mes-
sage on the bus. After transmission of this message, all
subsystems, including the synchronizer, compete for channel
access as described in Section III. The hardware interact
over CAN bus and determine the channel access decision
δi,k, while the effect of the outcome on dynamics, control,
estimation and sensing is simulated. the typical standard
11-bit long identifier is implemented, where the 8 most
significant bits are used for the dynamic identifier and
the static identifier occupies the three least significant bits.
Consequently, the lowest priority identifier which is also the
upper bound is m̂max = 28 − 1 = 255 while the maximum
number of subsystems which can share the network in a
collision-free manner is 23 = 8. The speed of CAN network
is set as 100 kbps, and the length of cable is 8 m.

The LTI stochastic process of each subsystem is modeled
by considering the following parameters

A1 =

[
4.3 0
0 1.8

]
, A2 =

[
1.5 0.8
0 2.3

]
, A3 =

[
1.2 0.8
0 1.8

]
,

and B = C = I2×2 where In×n denotes the n by n
identity matrix. In addition, the covariance matrices of model
disturbances and measurement noises are given by

Wi =

[
0.03 0

0 0.01

]
, Vi =

[
0.01 0

0 0.05

]
,

and the weighting matrices of the quadratic cost are chosen
as Q = I2×2 and R = 0.01I2×2. The constant value of the
timers in our setup is λ = 20 which yields τi,k = 20

CoILi,k
.
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Fig. 5. The CoIL value evolution of each subsystem over time step given
by the experimental setup.
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Fig. 6. The subsystem winning the contention for data transmission at
each time step based on the identifiers assigned with respect to Fig. 5.

To assign the dynamic identifiers based on the timer values,
we simply choose f(τi,k) = τi,k in (16).

Fig. 5 demonstrates the evolution of CoIL for each sub-
system running on real CAN network over 30 time steps
and Fig. 6 exhibits which subsystem is being granted the
channel access to transmit data, respectively. The subsystem
with highest CoIL and thus the smallest timer value wins
the first segment of contention resolution due to its higher
priority dynamic identifier. The hybrid priority scheme is
able to guarantee that transmission is collision-free despite
the possibility of multiple subsystems having the same
dynamic identifier. For instance, at the 6th time step, SS1
and SS2 have the same dynamic identifier as their timer
values are close enough such that they are mapped to the
same dynamic identifier. However, the static priority of SS1
is higher meaning that it wins the contention and transmits
the data packet while SS2 backs off.

To evaluate the performance of our method in larger
networks, we compare its performance with round robin,
where subsystems transmit in a predefined sequence, and
a centralized version of the timer-based mechanism for
collision-free channel access, where a central unit grants
channel access to the subsystem with the smallest timer
value. The results depicted in Fig. 7 are obtained by consider-
ing that the dynamics of half of the subsystems are modeled
by AI and the rest by AII while the other parameters are as
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Fig. 7. The performance comparison between round robin, centralized
module and hybrid priority scheme for various network sizes.

aforementioned.

AI =

[
1.4 0.1
0 1.1

]
, AII =

[
1.1 0
0 1.1

]
.

Due to the exponential growth of CoIL, as the number of sub-
systems that compete for single available channel increases, a
more refined mapping of the timers is needed. Otherwise, the
all timers could be small enough such that channel access
is granted solely based on the static identifiers. Thus, we
use the extended CAN identifier which has 29 contention
bits, 16 of which represent the dynamic identifier giving
m̂max = 216 − 1 = 65535 and 5 bits accommodate the
static identifiers. Moreover, we use λ = 1000 for evaluating
the timers. Fig. 7 demonstrates how the choice of channel
access scheme and the number of involved subsystems affect
the performance in terms of the cost (8). As expected, the
distributed channel access provided by the hybrid scheme
performs exactly as the centralized method, irrespective of
the size of the network. Furthermore, despite the small loss
of performance in small networks, round robin results in
significantly higher cost as the size of the network grows.

VI. CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we proposed a distributed channel access
method for multiple subsystems equipped with smart sensors
that share a limited capacity network. Based on the technique
proposed for minimizing the one-step LQG cost in the timer-
based mechanism, we proposed a hybrid priority scheme
which also prioritizes subsystems based on timer values. Our
proposed scheme is also capable of minimizing the one-step
LQG cost in a distributed manner by granting channel access
to the subsystem with the smallest timer value. In addition,
our method guarantees collision-free channel access in all
scenarios and the fixed-length bit-wise contention resolu-
tion facilitates its implementation on the mature hardware
technology of CAN-like networks. Then, we investigated
the hardware implementation on CAN bus and discussed
how the synchronization issues can be addressed in order
to ensure that all subsystems contend for channel access
simultaneously without requiring a separate coordinator unit.
Finally, we validated our method on an experimental setup
consisting of three subsystems and compared the efficacy of
our method to centralized schemes for larger networks.



Part of the ongoing research is to synchronize the sub-
systems without requiring a separate synchronization frame
and take into account how the length of wires and the
number of subsystems affect the synchronization. Other
interesting directions include extending this method to multi-
hop networks and imperfect wireless networks.
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