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Abstract

With the emergence of deep learning method, which has been driven a great success for the field of person re-identification
(re-ID). However, the existing works mainly focus on first-order attention (i.e., spatial and channels attention) statistics to
model the valuable information for person re-ID. On the other hand, most existing methods operate data points respectively,
which ignores discriminative patterns to some extent. In this paper, we present an automated framework named multi-
scale local-global for person re-ID. The framework consists of two components. The first component is that a high-order
attention module is adopted to learn high-order attention patterns to model the subtle differences among pedestrians and to
generate the informative attention features. On the other hand, a novel architecture named spectral feature transformation is
designed to make for the optimization of group wise similarities. Furthermore, we fuse the components together to form an
ensemble model for person re-ID. Extensive experiments were conducted on the three benchmark datasets, i.e., Market-1501,
DukeMTMC-relD, CUHKO3, showing the superiority of the proposed method.

Keywords Person re-identification - Multi-scale local-global architecture - Attention mechanism - Deep learning

1 Introduction

Person re-identification (re-ID) targets at identifying a per-
Communicated by Irfan Uddin. son from videos across different cameras. With the growth
of deep learning techniques (Li et al. 2014; Wei et al. 2018;
Zheng et al. 2015, 2017; Yang et al. 2021, 2020, 2021; Wu
et al. 2020), the community of re-ID grows rapidly. Up to
now, existing approaches are mainly divided into two groups
from the perspective of feature extraction (i.e., hand-crafted
and deep learned features). Though hand-crafted features
have been proven to obtain promising performance for person
re-ID, there exist some limitations. For instance, the develop-
ment of hand-crafted features needs a great number of factors
(e.g., domain experience, time.). Hence, bags and books can
affect the performance of a person re-ID. Moreover, to extract
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tial locations) from convolutional responses and reduce the
unavailable parts (e.g., background). Recently, spatial and
channel attention has been adopted, displaying promising
performance for person re-ID (Li et al. 2018b). However,
the common attention methods can only extract the coarse
patterns which are not enough to model complex/high-order
representations of visual parts for person re-ID. Furthermore,
some subtle features that contain discriminative information
from attention maps for person re-ID. Therefore, we adopt a
high-order attention mechanism to model high-level features.
Additionally, to further capture discriminative patterns from
the all instances, we consider the whole data instances as a
similarity graph for person re-ID. More importantly, we fuse
the high-level and spectral features to improve the ensemble
performance.

1.1 Contribution
To sum up, the contributions of this paper are at four levels.

1. An automated framework Multi-Scale Local-global
(MSLG) that efficiently capture discriminative patterns
is proposed for person re-ID.

2. To model valuable information of visual parts, a High-
Order Attention (HOA) module is adopted to mine high-
order attention factors.

3. To capture discriminative patterns, we adopt spectral clus-
tering to optimize of group-wise similarities on the graph
for person re-ID.

4. Extensive experiments were conducted to verify the pro-
posed scheme. The excellent performance demonstrated
the effectiveness of the proposed method.

1.2 Organization

The rest of this paper is organized as follows. Section 2 briefly
concludes previous works for person re-ID. Section 3 details
the proposed architectures. Section 4 introduces the datasets
and analyses the experimental results. Conclusions and future
works are discussed in Sect. 5.

2 Related works

Currently, many works focus on using deep learning with
attention mechanisms for person re-ID. In Mnih et al. (2014),
the authors consider that attention mechanism can mine the
importance of humans in the bottom-up feedforward pro-
cess. Therefore, the attention mechanism has been adopted
in many studies in the computer vision field.

InLietal. (2017); Zhao et al. (2017); Suetal. (2017); Lan
etal. (2017); Dingetal. (2021); Keping et al. (2021b, a); Yang
et al. (2021); Ding et al. (2020), attention approaches are
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adopted for addressing the misalignment issue. The above-
mentioned approaches possess the same feature that deep
models are equipped with a regional attention selection sub-
network for person re-ID. For example, in Su et al. (2017),
a pose detection model is trained to promote the part-based
Re-ID model. In Li et al. (2017), a part-aligning CNNs is
proposed to locate salient regions to extract discriminative
features for person re-ID.

Meanwhile, the attention mechanism is not only in combi-
nation with CNNs (Li et al. 2018b; Chen et al. 2019; Li et al.
2018a; Xu et al. 2018; Chen et al. 2017), but also adopted in
recurrent neural networks (RNN) and long short-term mem-
ory (LSTM) (Hochreiter and Schmidhuber 1997) to handle
sequential issues (Noh et al. 2015; Srivastava et al. 2015;
Larochelle and Hinton 2010; Kim et al. 2016). In general
cases, existing re-ID attention models can be divided into
three groups: spatial attention (Li et al. 2018b,a; Xu et al.
2018), channel attention (Hu etal. 2018; Li et al. 2018b; Chen
etal. 2017; Ding et al. 2021; Guo et al. 2022), and soft atten-
tion (Li et al. 2018b; Chen et al. 2019), which are illustrated
in Fig. 1. For spatial attention, as shown in Fig. la, which
is developed to recognize the discriminative representations
and merge image region features in a weighted fusion. In that
case, the misalignment issue can be solved by identifying the
discriminative regions of images or feature maps. For channel
attention, as shown in Fig. 1b, it is developed to capture the
important patterns of feature maps. Both spatial and channel
attention, they have not considered the discriminative infor-
mation at the spatial and channel directions. Therefore, as
shown in Fig. lc, the combination of spatial and channel
attention is also designed to leverage the advantage of them
to capture the valuable information for numerous computer
vision tasks. However, the above three attention methods per-
form spatial and channel separately at different stages, losing
information integrity. More importantly, they cannot use the
attention information continuously by the whole network.
Moreover, high-order statistics patterns are not well-mined
in the current studies. Therefore, we try to adopt high-order
attention mechanism to model the discriminative representa-
tions among different individuals in the videos.

Also, to further model the attribute of the data for person
re-ID, the spectral clustering method is used. In Donath and
Hoffman (2003), spectral clustering was first proposed and
later achieved great success and some dominant works are
proposed (Shi and Malik 2000; Ng et al. 2002; Meila and Shi
2001; Von Luxburg 2007). The concept of spectral clustering
is based on the spectral graph theory and converts the data
clustering problem into the graph partition issue. In compari-
son with K-Means, spectral clustering considers the structure
of the cluster of the data. Hence, discriminative patterns are
generated during the clustering process. With the great suc-
cess of deep learning, several works attempt to combine with
spectral clustering for representing the structure of data clus-
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Fig.1 Comparison with the different attention mechanism (Li et al. 2018b)

ter. Various studies (Hershey et al. 2016; Shaham et al. 2018;
Tang et al. 2018; Wu et al. 2018) attempted to equip spectral
clustering with deep learning. Therefore, we adopt spectral
clustering with CNN for person re-ID.

More importantly, for the different features, we fuse the
different channels together to obtain discriminative features
for person re-ID.

3 Our approach

In this section, we propose a MSLG architecture, which will
be divided into three parts to describe.

3.1 Framework overview

The proposed framework is illustrated in Fig. 2. ResNet-50
is adopted as a backbone network, which obtain the discrim-
inative features. To extract the high-order statistics features,
the HOA module is presented. Moreover, to obtain the thor-
ough patterns from the data, we use spectral clustering (SC)
which performs on the similarity graph of the data. By doing
this, we fuse the features from HOA and SC to obtain the
final features for person re-ID. In the following section, we
detail each module of the introduced framework.

3.2 Problem definition

Attention with DCNN has been adopted to highlight the
important patterns and deduce the uninformative ones, such

as spatial attention (Li et al. 2018a,b) and channel attention
(Hu et al. 2018; Li et al. 2018b). In this work, we combine
these two attention methods to apply in our case. Formally,
let X € RE*HXW be the convolutional activation output
of the input image, where H, W, C represent the number of
height, width, and channel, respectively. As discussed above,
an attention mechanism is commonly adopted to model the
important part of the convolutional output; therefore, the pro-
cedure can be written as:

V=AX)0X ey

where A(X) € RE*H*W represents the output of the atten-
tion module and ® denotes the Hadamard Product. To further
use the attention mechanism, the range of attention module
A(X) is set to [0,1]. At the present, the attention mechanism
has different variants. For instance, let A(X) = rep[M]|€
be the attention module, where M € R¥*W denotes a spa-
tial mask and rep[ M]|€ represents the spatial mask M at the
channel directions via C times. As shown in 1, spatial atten-
tion is performed on it. Meanwhile, let A(X) = rep[V] |H W
be the attention module, where V € RC represents a scale
vector and rep[ V]|"*W denotes the replicate of this scale vec-
tor in the height and width dimensions via H and W times
respectively. Therefore, the channel attention mechanism is
implemented via Eq. (1).

However, in the above attention mechanisms, i.e., spa-
tial and channel attention, .A(X’) cannot mine the high-order
patterns from videos, especially some discriminative char-
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Fig.2 The pipeline of the proposed framework for person re-ID

acteristics. Consequently, high-order attention is adopted to
model A(X) in our task.

3.3 High-order attention module

To represent the high-order patterns with the attention mech-
anism, a linear polynomial predictor is defined on x (x € R
represents a local descriptor of X).

R

=) (W, ®x) 2)

r=1

a(x)

where (., .) denotes the inner product on two tensors with
the same size, R represents the number of order, ®,X repre-
sents the r-th order outer-product of x which contains all the
degree-r monomials of x, and w" represents the r-th order
tensor which comprise the weights of degree-r variable com-
binations of x.

To overcome the issue of overfitting, let assume that when
r > 1, w" can be approximated by D" rank-1 tensors based
on Tensor Decomposition (Li et al. 2017). Then w" can be
written as:

Za rdy g ... @u?  When r>1 A3)
where ;d e RC,...u? e RC represents vectors, ®

denotes the outer-product, and "¢ represents the weights
of the d-th rank-1 tensor. Hence, Eq. (2) can be rewritten as
follows:

@ Springer
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Therefore, Eq. (4) can be rewritten as follows:

R
ax)=1"wox+) 1M o) 5)

r=2

where © denotes Hadamard Product and 17 represents a row
vector based on ones. After that, to generate an identical vec-
tora(x) € RC, we use the auxiliary matrixes P to generalize

Eq. (5):

R
a@)=P" w'ox+ Y P @ o) 6)
r=2

where P! € REXC, P" € RP™*C with r > 1. After that,
P’, w!, & have been learned during the above procedure. In
the following section, to make a clear explanation, we merge
P! and w! into a new matrix W' € RExC, Meanwhile, P”
and o’ are merged into &" € RP"*C. After that, Eq. (6) can
be rewritten as:

)

a(x) =

+
‘Mx
hd

~
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From the aforementioned equations, one can note that
they include two parts. Hence, to make a clear explana-
tion, we make the following operation. Suppose that w!
can be formally divided into two matrixes ¥ € R¢*P "and

&l e RD' %€ Then Eq. (7) can be rewritten as follows:

a(x) = &]T(V X) + Z

R T
Z r zr (8)
r=1

wherez! = ¥7x.In addition, whenr > 1,z" is the same as 4
withr > 1.

The a(x) of Eq. (8) can model and adopt the advantage of
high-order statistics of the local descriptor x. Hence, Sigmoid
function is performed in Eq. (8) to generate the high-order
vector attention map.

R
A(x) = sigmoid(a(x)) = sigmoid (Z &’Tz’) ©)
r=I1

where the range of A(x) € R€ and the value of each element
of A(x) is from O to 1.

In addition, to promote the ability of the high-order atten-
tion ‘map’, Eq. (9) can be re-expressed as:

R T
A(x) = sigmoid(a(x)) = sigmoid (Z a” a(z’)) (10)

r=1

where o represents the ReLU function. A(x) of Eq. (10) is
adopted as the required high-order attention ‘map’ for the
corresponding local descriptor x.

As previously mentioned, A(x) is defined based on x.
To obtain the A(X) of X, Eq. (10) is generalized. Hence,
let .A(X) = {A(X(l,l)), ceay A(X(H’W))}, where X(H,w) repre-
sents a local descriptor at a spatial location point (%, w) of X.
After that, the HOA module can be implemented as Eq. (1).

For the implementation of A(X’), convolution is adopted
in the HOA module. As shown in Fig. 3a, 1 x 1 convolution
operation with D! and C output channels to form matrixes
{¥,a&'} (R=1). For R>1 and r>1, {u}’ }d 1.....pr is applied to
aseries of 1 x 1 on X'. Therefore, a series of feature maps Z;
with channels D" are generated. After that, Z7 is computed
as an element-wise product to obtain Z" = Z] © - - - © Z],
where Z" = {7"}. Meanwhile, {&1} can also be performed
by a 1 x 1 convolution layer. The illustration of HOA when
R=3 is in Fig. 3b.

3.4 Mixed high-order attention network

In our task, to further improve the performance of person
re-ID, the Mixed High Order Attention Network (MHN) is

/R=3, 3rd-order 1 _ReLU, 1x1 cony [~C

«Go(‘q {/ al ‘

A¥

2 71ReLU, 1x1 conv ‘\
2 >@-722 a2
ot

ReLU 1x1 conv =<
ZS

. (b) /

Fig. 3 Explanation of High-Order Attention (HOA) modules (Chen
et al. 2019)

introduced to adopt different scale HOA modules and then
obtain high-order information of videos.

As shown in Fig. 4, the introduced MHN is comprised of
HOA modules with different scales based on discriminative
information. In our work, ResNet50 is divided into two com-
ponents, i.e., C1 (convl to layer2), and C2 (layer3 to GAP).
Cl1 is adopted to extract mid-level features from images, and
C2 is utilized to learn the high-level features from the mid-
level features. To model discriminative information from the
learned knowledge, different orders (i.e., R = 1,2,3) of
HOA modules are adopted. In particular, C2 modules share
the same weights from different attention sub-streams. But
different orders with multiple HOA modules won’t obtain
the best performance of MHN, since partial/biased learning
behavior of the deep model can lead to the collapse of the
HOA module with a lower order. Specifically, Eq. (8) mod-
els the k-th order of HOA module and a(x) also contains the
1-th order sub-term (where ! < k). Theoretically, the HOA
module with the parameter R = k can model the k-th order
information of x. Actually, the deep model can only learn
discriminative information to classify the different ones in a
special task. Hence, the aforementioned HOA modules with
different parameters of R can collapse to lower-order coun-
terparts. Motivated by GAN (Hoang et al. 2018), we adopt
the adversary constraint for regularizing the order of HOA
to be different, as illustrated in Fig. 4. The expression can be
written as:

max mm(Lad,,)

HOAR=k
k
= max min Z ||F(fj)—F(f," (11)
HoARZL F \ = —
JoJi#E

@ Springer
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Fig.4 Diagram of Mixed
High-Order Attention Network
(MHN) (Chen et al. 2019)
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where H O A’lgzll‘ represents k HOA modules (from first-order
to k-th order) of MHN, F is the encoding function with two
fully connected layers, and f; represents the feature vector
modeled from the HOA module with R = ;.

After the procedure of learning, the objective function can
be expressed as:

min(L;q.) ~|—A< max min(LadV)> (12)
HOARZ: F

R=1

where min(L;4.) represents the identity loss based on the
Softmax classifier and A denotes the coefficient.

3.5 Spectral feature transformation module

To further model the discriminative features from videos,
Spectral Feature Transformation Module (SFTM) is also
used. In this section, a brief description of spectral cluster-
ing is first discussed in Sect. 3.5.1. Then Spectral Feature
Transformation (SFT) is described in Sect. 3.5.2.

3.5.1 Spectral clustering and graph cut

Let Z = {zj}i=1,....» be an undirected graph corresponding
to a data point in Z, and each edge is weighted by the sim-
ilarity between its endpoints w;; = sim(z;, z;). To make a
clear description of spectral clustering, a 2-cluster structure
is considered. For a more informative of spectral clustering,
readers can refer to Stella and Shi (2003).

In order to obtain the performance of clustering, the direct
way is to address a minimum cut issue. Let A, B be the dis-
joint subsets, then the cut between A and B can be written
as:

cut(A, B) = Z W (13)

icA,jeB
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However, to further utilize the advantage of spectral clus-
tering, Shi and Malik (2000) proposed to normalize each
subgraph by its volume:

_ cut(A, B) | cut(A, B)
Ncut(A, B) = ol(A) + vol(B) (14)

where vol(A) = > .4 jez Wij Tepresents the total connec-
tion from nodes in A to all nodes in the graph.

3.5.2 Spectral feature transformation

Assume that Z € R"*? represents the input of a training
batch, where d and n represent the dimension of the embed-
ding vector and the number of data points, respectively.
Cosine similarity as well as Gaussian function is adopted
for measuring the relationship among samples. In maths, the
affinity matrix W can be written as:

T,.
w;j = exp (—Zi ad ) (15)

o - lzill ]z

where o represents the decay rate. To further represent the
features among the data samples, a similar graph is defined
as G = (Z, W). To facilitate data training, the transition
probability matrix 7 can be written as:

T=D"'Ww (16)
where D represents a diagonal matrix (d; = Z?:l w;j
denotes the elements of D). As a matter of fact, T is also
calculated by adopting the softmax function on the matrix
W with o.

As reported in Luo et al. (2019), T can be generated from
the escaping probability P(A — A). It is proportional to
the total transition probability from a subgraph A C X to
another A = X — A (Meila and Shi 2001). For the person
re-ID task, a subgraph A represents the list of samples being
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the same person. Therefore, the escaping probability in fact
is that the identity can be misclassified. For the attribute of
P(A — A), spectral clustering can enhance the connections
of intra-cluster, and reduce the connections of inter-cluster.
As a matter of fact, as described in Luo et al. (2019), the
escaping probability is the same as the Ncut scheme, which
can be defined as:

Ncut(4, A) = P(A —> A) + P(A —> A) (17)

Based on the above description, Ncut metric can be generated
from the probability matrix 7.

In our work, to further extract the features from the data
samples, we adopt T to constraint the transformation of fea-
ture X to the new features. Formally, the transformation can
be written as:

X'=TX (18)

where X' represents the transformed feature based on X.

In our task, to further leverage the advantage of the spec-
tral clustering, it is have to meet the assumption that the
input data should abide by the structure of spectral cluster-
ing. Therefore, there must be enough images in the training
batch. A sampling method is adopted in our work. In detail,
K images are included from P identities.

4 Experiments
4.1 Databases

To make a fair comparison with the existing works, we
adopted three databases to valid our proposed method.
To validate the performance of the proposed approach,
extensive experiments were conducted on the person re-
identification database, i.e., Market-1501 (Zheng et al. 2015),
DukeMTMC-ReID (Ristani et al. 2016; Zheng et al. 2017)
and CUHKO3-NP (Liet al. 2014; Zhong et al. 2017). Market-
1501 contains 12,936 images from 751 different identities.
Query and gallery sets consists of 3,368 and 19,732 images
from another 750 identities. DukeMTMC-RelID contains
16,522 data samples with 702 identities, and includes 2,228
and 17,661 images for the query and gallery set, respectively.
CUHKO3-NP is a subset from CUHKO3, which includes
two types of data, i.e., labeled and detected images. For the
detected set of CUHKO3, it contains 7,365, 1,400 and 5,332
images for the training, query, and gallery partition, respec-
tively. The labeled set of CUHKO3 consists of for the training,
query and gallery partition with the number of 7,368, 1,400
and 5,328, respectively.

4.2 Implementation details

In our work, the proposed method of MSLG was applied to
both IDE (Zheng et al. 2016) and PCB (Sun et al. 2018) archi-
tectures. To make a fast convergence of the training models,
the SGD optimizer is adopted. The parameters of SGD have
a momentum of 0.9, a learning rate of 0.1, and the num-
ber of epochs of 70. To extract the discriminative features for
person re-identification, ResNet-50 as the backbone network
was used. The feature f; has a dimension of 256, and the two
FC layers contains 128 neurons, respectively. For PCB, the
images were processed to 336 x 168. For IDE, the images
were processed to 288 x 144. The batch size is 32 on the
1080Ti GPU. The Pytorch platform with 1080Ti GPU was
adopted in our work. To overcome the overfitting problems,
an early stop strategy was adopted.

4.3 Results

In this section, we show and discuss the results for person re-
identification. We first describe the performance of MSLG
and then compare the results with state-of-the-art methods
for person re-ID.

4.3.1 Performance of MSLG

The results of MSLG on Market-1501, DukeMTMC-
RelD and CUHKO3-NP are shown in Table 1. From Table 1,
one can note that differences in performance are obtained on
the three databases. For the performance of CUHKO3-NP,
we obtain the mAP of 76% and 78% with the labeled and
detected dataset, respectively. For the performance of Duke
database, we obtain the mAP of 65% for person re-ID. For
the performance of Market-1501, we obtain the mAP of 71%
for person re-ID. In our task, we only adopt the MHN-6 (6
modules) combined with spectral transformation for person
re-ID. This results indicates that the high-order and spectral
information is significant for person re-ID, and especially
the high-order attention can model the discriminative fea-
tures well. It also demonstrates that the effectiveness of the
high-order attention module as well as spectral transforma-
tion module, both of which can learning the discriminative
features for person re-ID from videos.

4.3.2 Comparison with state-of-the-art methods

To further illustrate the effectiveness of the proposed
method, we compare our proposed scheme with other meth-
ods on both the three databases (see Tables 2, 3, 4). From the
three tables, one can note that our proposed scheme obtains
the comparable performance on all these databases, showing
the efficiency of our approach.

@ Springer
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Table 1 Performance of MSLG on the three benchmark databases
Methods CUHKO03-NP DukeMTMC-ReID Market-1501

Labeled Detected

R-1 R-5 mAP R-1 R-5 mAP R-1 R-5 R-10 mAP R-1 R-5 R-10 mAP

44 65 70 43 67 71 82 83 91 65 90 97 98 71
Table 2 Comparison with other approaches on CUHK03-NP
Methods Ref CUHKO03-NP(%)

Labeled Detected
R-1 mAP R-1 mAP

BoW+XQDA (Zheng et al. 2015) ICCV15 7.9 73 6.4 6.4
SVDNet (Sun et al. 2017) ICCV17 - - 41.5 37.3
DaRe(De)+RE (Wang et al. 2018) CVPR18 66.1 61.6 63.3 59.0
MLFN (Chang et al. 2018) CVPR18 54.7 49.2 52.8 47.8
HA-CNN (Li et al. 2018b) CVPR18 444 41.0 41.7 38.6
PCB+RPP (Sun et al. 2018) ECCV18 - - 63.7 57.5
Mancs (Sun et al. 2017) ECCV18 69.0 63.9 65.5 60.5
CASN+PCB (Zheng et al. 2019) CVPR19 73.7 68.0 71.5 64.4
Ours 44 70 43 71
Table 3 Comparison with other approaches on DukeMTMC-RelID
DukeMTMC-RelD(%)
Methods Ref R-1 R-5 R-10 mAP
BoW-+kissme (Zheng et al. 2015) ICCV15 25.1 - - 12.2
SVDNet (Sun et al. 2017) ICCV17 76.7 - - 56.8
DaRe(De)+RE (Wang et al. 2018) CVPR18 80.2 - - 64.5
MLEFN (Chang et al. 2018) CVPRI18 81.0 - - 62.8
KPM (Shen et al. 2018) CVPRI18 80.3 89.5 91.9 63.2
HA-CNN (Li et al. 2018b) CVPRI18 80.5 - - 63.8
DNN-CRF (Chen et al. 2018) CVPRIS8 84.9 92.3 93.8 69.3
PABR (Suh et al. 2018) ECCVIS8 84.4 92.2 93.8 69.3
PCB+RPP (Sun et al. 2018) ECCVI8 83.3 - - 69.2
Mancs (Sun et al. 2017) ECCV18 84.9 - - 71.8
CASN+PCB (Zheng et al. 2019) CVPRI19 87.7 - - 73.7
PSTA (Wang et al. 2021) ICCV2021 98.3 - - 97.4
Ours 82 33 91 65

5 Conclusion

In the present paper, we introduce a novel framework, named
MSLG, for person re-ID. In the framework, high-order atten-
tion (i.e., MHN) and spectral transformation methods are
adopted to extract the high-order and discriminative features
for person re-ID. Specifically, MHN adopts HOA modules

@ Springer

to capture the features at different scales. Also, spectral
feature transformation is designed to facilitate the optimiza-
tion of group-wise similarities. Extensive experiments were
conducted on the three person re-ID databases, the results
of which show the superiority of the proposed method.
Although the method is simple, which can also extract some
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Table4 Comparison with other approaches on Market-1501

Market-1501(%)

Methods Ref R-1 R-5 R-10 mAP
BoW-+kissme (Zheng et al. 2015) ICCV15 444 63.9 72.2 20.8
SVDNet (Sun et al. 2017) ICCV17 82.3 - - 62.1
DaRe(De)+RE (Wang et al. 2018) CVPRI18 89.0 - - 76.0
MLEFN (Chang et al. 2018) CVPRI13 90.0 - - 74.3
KPM (Shen et al. 2018) CVPRI18 90.1 96.7 97.9 75.3
HA-CNN (Li et al. 2018b) CVPRI18 91.2 - - 75.7
DNN-CREF (Chen et al. 2018) CVPRI18 93.5 97.7 - 81.6
PABR (Suh et al. 2018) ECCV18 91.7 96.9 98.1 79.6
PCB+RPP (Sun et al. 2018) ECCV18 93.8 97.5 98.5 81.6
Mancs (Sun et al. 2017) ECCV18 93.1 - - 82.3
CASN+PCB (Zheng et al. 2019) CVPRI19 94.4 - - 82.8
Ours 90 97 98 71
discriminative features for person re-ID. In the future, we will ~ References

focus on the data augmentation methods for person re-ID.
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