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A B S T R A C T   

Utilizing solar energy for heat supply can reduce CO2 emissions and mitigate global climate change. In the Nordic 
region (e.g., Iceland and Finland), a tremendous seasonal mismatch exists between the availability of solar ra-
diation and building heating demand. This paper proposes a local hybrid energy system based on solar energy for 
a residential district. It applies a borehole thermal energy storage to store solar energy in non-heating seasons, 
and uses stored energy for part of total heating demand in a residential neighbourhood in heating seasons. 
Photovoltaic panels are used to generate electricity for heat pump operation. To find out cost-optimal and eco- 
friendly solutions, the local energy system was first modelled and simulated in TRNSYS. Then, genetic algorithms 
were applied to optimize the system performance and costs. In optimal solutions, 38%-58% of total heating 
demand could be covered by on-site heat energy with the levelized cost of energy of 110–184 €/MWh. On this 
basis, importing additional electricity from grid to increase the utilization rate of air-to-water heat pumps can 
further increase the on-site heat energy fraction to 41%-88% with the levelized cost of energy of 108–201 
€/MWh. Compared with the situation of fully district heating input, the proposed system can annually reduce 
CO2 emissions by 102–217 tons with the rate of 31–66%. Although the initial cost of the studied system is higher 
than that of district heating, the local hybrid energy system is worth further developing considering decen-
tralizing heat energy production and reducing CO2 emissions.   

1. Introduction 

Fossil energy sources (e.g., coal, oil and natural gas) have largely 
promoted the development of global economy and human living stan-
dards, but are followed by huge carbon emissions adversely deterio-
rating the environment (e.g., climate change and ecological imbalance) 
[1] and human welfare [2]. Compared with the average concentration of 
global atmospheric CO2 of 280 ppm before the industrialization, in 2020 
it increased to 412.5 ppm [3]. CO2 emissions from building sector 
reached 10 Gt in 2019, which was 28% of global energy-related emis-
sions [4]. Building sector has exceeded the transportation and industrial 
sectors, and become the biggest energy consumer globally. Thus, to 
achieve carbon neutrality by 2050, all newly-built buildings and 20% of 
existing buildings are required to achieve zero carbon emissions as soon 
as possible before 2030 [5]. Building sector in European Union (EU) 
accounts for a 40% share of the total energy consumption, around 55% 

of which is used for building space heating (SH), space cooling (SC) and 
domestic hot water (DHW) heating [6]. Due to the depletion of primary 
energy and corresponding environmental problems, renewable energy 
sources are widely developed and utilized to replace fossil fuels for 
carbon emission reduction and global warming restriction [7]. 

Solar energy is one of the commonly used renewable energy sources, 
which has been widely utilized for heating (i.e., solar thermal collectors 
[8]) and electricity generation (i.e., photovoltaic panels [9]) during past 
decades. Solar photovoltaic (PV) system has the advantages of modu-
larity, easy maintenance and relatively long lifetime [10]. However, the 
amount of solar energy is related to the geographical location [11] and 
the solar radiation conditions are also different between summer and 
winter [12]. In high latitude areas (e.g., Finland), utilizing solar energy 
for heating is a challenge, as there is a seasonal mismatch between the 
solar radiation and heating demand [13]. The summer with the highest 
solar radiation has the lowest building heating demand, while the winter 
with the lowest solar radiation has the highest heat demand. To balance 
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the solar energy conversion heating and building heating demand, solar 
energy has to be stored somehow in summer, and used for heating de-
mand in winter. 

Seasonal thermal energy storages (STESs) are possibly used to bal-
ance the mismatch between renewable energy supply and thermal de-
mand [14]. Salvestroni et al. designed a solar district heating system for 
a community in Italy and the solar fraction reached up to 44% with an 
optimized configuration of STESs [15]. In review, Mahon et al. [16] 
classified STESs into open loop systems (e.g., pit thermal energy storage 
(PTES) and tank thermal energy storage (TTES)) and closed-loop sys-
tems (e.g., borehole thermal energy storage (BTES)). PTES excavates a 
large pit into the ground, and fills it with water as the storage media so 
that the ground is easy to excavate [17]. TTES stores thermal energy 
with tanks made of reinforced concrete, steel or glass fibre reinforced 
plastic, and also uses water as the media [18]. Unlike PTES, TTES can be 
either fully or partly excavated into the ground, or even can be located 
above the ground. BTES stores thermal energy using a closed-loop heat 
exchange system in soil or rock below the ground [16]. Lim et al. [19] 
introduced a typical BTES system, which consists of borehole heat ex-
changers installed with single or double U-pipes, a heat source, and a 
buffer tank for charging and discharging. Different from PTES and TTES, 
water-glycol mixture is usually used as heat transfer fluid in BTES to 
avoid freezing. BTES is considered a flexible solution for STES due to its 
wide implementation on various grounds. The ground itself, actually 
working as the storage media, has a relatively stable temperature, and 
creates favourable conditions for both heat storage and discharge to use 
directly or through heat pumps (HPs) [20]. 

Del Amo et al. [21] integrated the HP heating system with solar PV/ 
thermal collectors and a seasonal storage system. Taking an educational 
building in Spain as a case study, the system achieves a solar fraction of 
60%. Beausoleil-Morrison et al. [22] simulated a single building-scale 
solar thermal system with seasonal storage in a cold climate area for 
SH and DHW heating. Solar fraction of 87–98% is achieved with the 
solar collector area of 41.6 m2, and the seasonal storage volume of 36 
m3. However, STES technologies are generally less feasible in an 

individual building as the small storage size is not functional. Thus, the 
hybrid energy system integrating solar energy utilization with STES is 
more potential to be implemented at neighborhood level for higher 
profitability and operating efficiency. 

Kubiński et al. [23] gave attention to the district heating (DH) system 
and dynamically modelled the cooperation among solar thermal col-
lectors with seasonal storage, conventional industrial boilers and 
traditional DH network. Schach et al. [24] compared a decentralized 
heat supply system with seasonal storage connected to solar thermal 
collectors and a gas-heated system, and found the cost of a decentralized 
heat supply system is not much different from that of the traditional gas- 
heated system after economic analysis. Saloux et al. [25] proposed a 
model-based predictive control strategy for the hybrid energy system at 
a solar community, where solar energy is collected by solar thermal 
collectors and stored seasonally with BTES, and they found the control 
strategy saves 38% of system cost and 32% of greenhouse gas emissions. 

The above systems all utilize solar energy to produce heat energy 
directly with solar thermal collectors; but the solar communities pro-
ducing heat energy with PV thermal HPs have more potential than 
communities equipped with solar thermal collectors. The air source HPs 
can maintain stable operation and high efficiency when the ambient 
temperature is relatively high during the day, exactly when the solar 
power is at its peak. Thus, using air source HPs as the medium for 
absorbing low-grade heat in the air to heat cold water, the PV thermal 
HPs system can utilize solar energy to generate heat and electricity at the 
same time more efficiently than solar thermal collectors [26]. Moreover, 
the PV power can be either consumed on site for driving HPs or sold to 
the grid for economic benefits, providing a new idea for district heating. 
In practice, the economic and efficiency performance of PV thermal HPs 
combined with STESs becomes the crucial basis for popularizing the 
system. With the aim to fill the research gap, this paper applied PV 
panels in the studied hybrid energy system to generate electricity for 
heat energy production and seasonal storage in a residential neigh-
bourhood for further analysis and optimization. 

Since energy conservation and carbon reduction are the main 

Nomenclature 

Symbols 
APV The area that PV panels can be installed, m2 

Ce,export Hourly surplus electricity selling profit, € 
Ce,import Hourly costs for imported electricity, € 
CI,t Investment costs in year t, € 
CM,t Maintenance costs in year t, € 
CO,t Operation costs in year t, € 
Edemand Building total heating energy demand, MWh 
EDH,import Heat energy imported from DH, MWh 
Ee,export Hourly exported electricity, MWh 
Ee,import Hourly imported electricity, MWh 
Egrid,import Electricity imported from the grid, MWh 
Et Amount of heat energy produced, MWh 
li,max upper limit for decision variable xi 

li,min lower limit for decision variable xi 

PCF,buying Electricity buying commission fee, €/MWh 
PCF,selling Electricity selling commission fee, €/MWh 
Pe,buying Hourly electricity buying price, €/MWh 
Pe,distribution Electricity distribution price, €/MWh 
PElspot Hourly Nordpool Elspot price, €/MWh 
Pe,selling Hourly electricity selling price, €/MWh 
Pe,tax Electricity tax, €/MWh 
APV(x) The area that PV panels can be installed, m2 

r The interest rate, % 

TLC Life cycle time, year 
xi Decision variables 

Abbreviations 
AHU Air handling unit 
AW-HPs Air-to-Water Heat Pumps 
BTES Borehole Thermal Energy Storage 
COP Coefficient of Performance 
DH District Heating 
DHW Domestic Hot Water 
GA Genetic Algorithm 
HP Heat Pump 
LCC Life Cycle Cost 
LCOE Levelized Cost of Energy 
LEHR Load Effective Hour Rate (%) 
MOO Multi-Objective Optimization 
OHEF On-site Heat Energy Fraction 
PTES Pit Thermal Energy Storage 
PV Photovoltaic 
REF Renewable Energy Fraction 
SC Space Cooling 
SH Space Heating 
STES Seasonal Thermal Energy Storage 
TTES Tank Thermal Energy Storage 
VAT Value added tax 
VH Ventilation Heating 
WW-HPs Water-to-Water Heat Pumps  
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objectives currently, Gabrielli et al. [27] proposed an optimization al-
gorithm for minimizing the CO2 emissions and satisfying the thermal 
demands of given buildings at the same time. Compared with a tradi-
tional centralized system, the proposed algorithm can reduce the CO2 
emissions on a campus by up to 87%, with an improvement on 72% 
reduction achieved with the current operation strategy. Raluy et al. [28] 
applied the life cycle assessment method in estimating the environ-
mental burden through the whole life cycle of the central solar heating 
plants with the seasonal storage system. Maximov et al. [29] performed 
a multi-objective optimization of a solar heating system with seasonal 
thermal storage based on costs and greenhouse gas emissions as the 
objectives. Results show that STES improves the system performance by 
decreasing the emissions by 90% and only increasing the levelized cost 
of energy (LCOE) by less than 20% compared with a gas-heated system. 

This paper studies the hybrid energy system integrating solar energy 
utilization with STES in a residential neighbourhood, while a low tem-
perature local hybrid energy system is proposed, which uses the stored 
solar energy in non-heating seasons to cover a part of the total heating 
demand in the heating season. Then, the proposed system is optimized 
by genetic algorithms in terms of system performance, economy and 
carbon emissions. Finally, the feasible and optimal low-temperature 
local heating solutions, based on solar energy for a residential neigh-
bourhood, are found to meet different optimization goals. Moreover, 
alternative control options for HPs are analyzed to improve the utili-
zation of on-site heat energy. 

Based on the simulation and optimization results of the proposed 
system, this paper discusses the feasibility of utilizing solar photovoltaic 
energy to produce and seasonally store heat energy in areas with a 
tremendous seasonal mismatch between the solar radiation and heating 
demand. The following research questions are answered: How much on- 
site produced heat energy fraction and CO2 emissions reduction can be 
achieved with the hybrid energy system? Is it beneficial to import grid 
electricity to produce additional heat energy in a seasonal storage sys-
tem? What limits the improvement of system performance in a resi-
dential neighbourhood? What are the main economic components of the 
system and the relationship between increased investment and system 
performance? 

2. Methods 

2.1. Structure of the study 

As shown in Fig. 1, the structure of this study includes two parts, the 

dynamic simulation and multi-objective optimization. First of all, the 
studied local hybrid energy system is described in detail. A residential 
neighbourhood is introduced, and its hourly thermal demand profiles 
are obtained using IDA Indoor Climate and Energy (ICE). IDA ICE is a 
dynamic multi-zone simulation program, which is suitable for modelling 
(e.g., internal heat gains, HVAC systems and outdoor climate) [30] and 
can dynamically simulate the mass flows and heat transfer at the same 
time [31]. Based on the building thermal demand, the whole energy 
system can be simulated in TRNSYS with all components modelled. After 
defining indexes to evaluate the system performance, MATLAB is used to 
read the simulation results and complete the life cycle calculation. Then, 
multi-objective optimization is performed using the software Multi- 
Objective Building Optimizer (MOBO) with genetic algorithm. First, 
optimal solutions for the system are analysed. Next, several alternative 
control scenarios are simulated and discussed from perspectives of en-
ergy production, system costs and CO2 emission reduction. 

2.2. Local hybrid energy system 

Fig. 2 shows the schematic map of the system, in which the flow 
directions are marked with different colours. This section describes in 
detail the system composition, control strategy and simulation. 

2.2.1. System description 
The studied local hybrid energy system includes solar energy utili-

zation system, HPs, seasonal storage and so on. The main components of 
the system are PV panels, air-to-water HPs (AW-HPs), water-to-water 
HPs (WW-HPs), buffer tank for short time heat energy storage and 
BTES for seasonal heat energy storage. The operating process of the 
system is as follows. Firstly, AW-HPs are driven by PV electricity, and 
provide heat energy to the buffer tank. Then, once the temperature in 
the tank reaches the upper limit, the heat energy is discharged from the 
buffer tank to the BTES. Next, the discharge mode mainly operates in 
wintertime, during which the heat energy is discharged from the BTES to 
the buffer tank and further to the buildings. Finally, WW-HPs, con-
necting the BTES and buffer tank, operate during the discharge period to 
heat the water in the buffer tank so that the required temperature of the 
building heating network can be met. 

The local hybrid energy system was simulated using the commercial 
dynamic modelling software TRNSYS, while the simulation time was 
determined based on an overall consideration. The life cycle was 
assumed as 25 years for the system, but it was infeasible to simulate the 
whole life cycle for large cases due to the complex system model and 

Fig. 1. Structure of the study on the local hybrid energy system.  
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relatively long simulation time. In addition, the BTES required a heat-up 
time for few years to reach the final temperature level, which made the 
one-year simulation unacceptable. After preliminary simulations for 
various cases, it was observed that the curves of BTES temperature 
fluctuations showed no significant differences between in and after the 
fourth year. Thus, the simulation time was determined as 4 years with 
the time step set as 7.5 mins, and the operation conditions for the rest of 
the years were assumed to be similar to that of the fourth year. 

2.2.2. System control logic 
The system control logic is mainly dependent on the temperature of 

the buffer tank. Fig. 3 shows the effect of temperature variation on the 
operation of different components. Firstly, electricity generated by the 
PV panel will drive the AW-HPs if there is a heat demand in the buffer 
tank. The heat demand in the tank is based on the tank temperature, so 
the temperature below 50 ℃ in the tank will bring this heat demand. 
However, when the tank temperature exceeds 55 ℃, heat is needed no 
longer and AW-HPs are out of service. The buffer tank starts to discharge 

Fig. 2. Schematic map of the studied local hybrid energy system.  

Fig. 3. Control logic for components depending on the buffer tank temperature.  
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the heat energy to the BTES for seasonal storage when the temperature is 
above 45 ◦C and stops when the tank temperature drops to 30 ◦C. 

As the system is only designed to cover some share of annual total 
heating demand, it is more reasonable to utilize the on-site heat energy 
during the high heating demand period. Thus, the BTES only discharges 
heat energy when the sum of SH and VH demand exceeds 30 kW and the 
outdoor air temperature is below 5 ◦C. When the heat demands are 
below 30 kW (mainly happens in late spring or early autumn), they are 
covered by district heat with relatively lower DH prices, meanwhile, 
there is a higher potential to run AW-HPs to charge BTES at that time. 
BTES discharge mode is also controlled based on the buffer tank tem-
perature. The BTES begins to discharge heat when the tank temperature 
drops under 45 ◦C, and stops discharging when the tank temperature 
rises to 55 ◦C. In addition, if the BTES temperature drops below 12 ◦C, 
the discharge will also cease, to avoid excessive cooling. The discharging 
is restricted until the BTES temperature rises to 14 ℃. Time limit exists 
between the charging and discharging modes, and thus a two-hour break 
should be set aside from charging mode to discharging one or vice versa. 

2.2.3. Thermal demand simulation 
Hourly thermal demand profile is important data affecting the design 

and operation of the hybrid energy system. This paper selected a resi-
dential neighbourhood in Espoo, Finland as the studied case, which has 
14 eight-storey residential buildings (as shown in Fig. 4) with an alto-
gether floor area of 31100 m2. The buildings were newly designed and 
built according to current regulations of the National Building Code of 
Finland [32]. Parameters for modelling the residential buildings are 
summarized in Table 1. 

In the residential neighbourhood, the SH network distributes the 

heat energy to the buildings through underfloor heating, with relatively 
low operating temperatures. Inlet and outlet temperatures of the SH 
network depend on the outdoor air temperature, and control curves are 
needed to control the inlet temperature. The lower the outdoor air 
temperature is, the higher the heating demand is and the higher the inlet 
temperature should be. For the under-floor heating system, the control 
curve is linear as shown in Fig. 5. The critical outdoor air temperature is 
− 26 ◦C in Espoo [33], below which the SH system must operate with the 
maximum inlet temperature of 35 ◦C and the maximum outlet temper-
ature of 30 ◦C. 

Besides the under-floor heating system, there is also a centralized 
ventilation system in each building, with heating coils in air handling 
units (AHUs) to heat the air to required temperature before being sup-
plied to the rooms. Generally, the operation temperatures of heating 
coils in AHU are higher than those of under-floor heating systems, so a 
separate ventilation heating (VH) network is needed. Design tempera-
tures of the VH network vary for different heating coils. The VH network 
in this paper operates with the maximum inlet temperature of 50 ◦C and 

Fig. 4. Studied case of the residential neighbourhood.  

Table 1 
Building parameters.  

Parameter Unit Value 

U-value of floor W/(m2⋅K) 0.16 
U-value of Ceiling W/(m2⋅K) 0.09 
U-value of External walls W/(m2⋅K) 0.17 
U-value of Doors W/(m2⋅K) 1.00 
U-value of Windows W/(m2⋅K) 1.00 
Indoor temperature ℃ 21 
Air exchange rate 1/h 0.5 
DHW use l/person/day 56  
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the maximum outlet temperature of 30 ◦C. Inlet and outlet temperatures 
of the VH network also depend on the outdoor air temperature. Similar 
to the SH network, a linear control curve is adopted for VH network as 
shown in Fig. 5. 

Weather data (e.g., hourly air temperature, relative humidity, and 
solar radiation data) are essential inputs to simulate the building heating 
demand and PV electricity generation. To avoid the possible extreme 
conditions of the latest data or only one year’s weather data, Test 
Reference Year 2012 (TRY2012) was adopted in this paper for simula-
tion. Due to the large dimension span and significant differences in 
weather conditions, Finland is divided into three zones for different 
weather data, which are I-II (Vantaa), III (Jyväskylä) and IV 
(Sodankylä). As the area of this studied case is located in Espoo, 

Southern Finland, the I-II weather data was used and the detailed values 
are shown in Fig. 6. The annual average temperature is 5.63 ◦C, and the 
annual total solar radiation on the horizontal surface is 975.02 kWh/m2. 

After the building parameters and weather data were defined, the 
building’s hourly thermal demand profile was simulated using IDA ICE 
software. Although the energy demand between each building varies in 
reality, it was assumed that energy demand profiles of different build-
ings were the same in this study. The monthly heating and cooling de-
mand profile of the residential neighbourhood is shown in Fig. 7. On an 
annual level, DHW heating accounts for the largest share of total heating 
demand, and remains about half of the total demand during the peak 
demand months when the SH and VH demand are at a high level. The 
total annual heating demand of the neighbourhood is 2005 MWh, con-
sisting of 535 MWh of SH demand, 191 MWh of VH demand and 1279 
MWh of DHW demand. The total annual cooling demand of the district is 
179 MWh for SC, which is relatively lower than the heating demand. 

As mentioned in Section 1, STES can be applied to balance the 
seasonal mismatch between solar radiation and building heating de-
mand in winter, while the common STES are PTES, TTES and BTES. The 
ground in Espoo is mainly hard rock covered with less than 5 m layer of 
soil [34], which makes it infeasible to implement PTES or TTES due to 
the high cost of excavation. Moreover, it is also infeasible to locate TTES 
above the ground considering its large volume and high land costs. Thus, 
BTES is applied in this residential neighbourhood, whose boreholes can 
be drilled into hard rocks. 

2.2.4. System component modelling 
The studied local hybrid energy system is composed of PV panels, 

HPs including AW-HPs and WW-HPs, BTES for seasonal heat energy 
storage, buffer tank for short time heat energy storage and other sup-
porting facilities. TRNSYS simulation software was used to simulate the 
system, while each component was defined and modelled in detail as 
shown in Table 2. 

Fig. 5. Inlet temperature control curves for the building heating networks.  

Fig. 6. Weather data in Test Reference Year 2012 (TRY2012).  
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The model of PV panel is Axitec AC-270P/60S with an area of 1.627 
m2 and the nominal output power of 270 W. PV panels are installed on 
the flat roof of each building with rooftop area of 290 m2. There are 
altogether 14 buildings in the residential district and the total rooftop 
area is roughly 4100 m2. Considering that there might be also other 
structural and technical components on the flat roof, only half of the 
rooftop area was assumed to be occupied by PV panels. Thus, a 
maximum of 1260 PV panels (90 per building), with a total nominal 
output power of 340 kW, were utilized and modelled. Inverter efficiency 
of 90%, reflecting the conversion losses from direct current electricity to 
alternating current electricity, was taken into consideration [35]. In 
addition, an annual degradation rate of 0.7% was calculated for the 
yearly decrease of PV panel power productivity based on an analytical 
review [36]. As it is hard to define the electricity consumption profiles of 
the common facility in residential buildings (e.g., elevators, clubrooms, 
lighting in staircases), the PV power, utilized for the electric loads of the 
apartments, as well as the electricity storage, are not considered in the 
system. Instead, the surplus PV electricity is sold to the grid. 

AW-HPs and WW-HPs were used in the proposed system. AW-HP was 
modelled based on properties of NIBE F2120-20 with nominal heat 
output of 20 kW, while WW-HP was modelled based on properties of 
NIBE F1345-60 with nominal heat output of 60 kW per HP. Both AW- 
HPs and WW-HPs can operate in part-load conditions with a minimum 
part-load ratio of 10%. BTES was modelled with Type 557 (Vertical U- 
tube ground heat exchanger) in TRNSYS. Technical and thermal pa-
rameters of the BTES model are summarized in Table 3. As the average 
ground temperature in Southern Finland varies between 6 and 8 ◦C [37], 
the lowest value was chosen as the initial surface temperature of the 
storage to ensure the reliability of the modelling. 

Local heating distribution network was modelled with the buried 
pipe Type951 in TRNSYS. For simplicity, the distribution network from 
the energy station to the buildings was assumed as the star-topology 

structure, and there were separate pipes for DHW. The pipes are 
installed into the gravel with an average ground temperature of around 
6.0 ◦C, and are insulated with plastic foam having the thermal con-
ductivity of 0.03 W/(m⋅K) [38]. 

The modelled buffer tank is the cylindrical storage tank Type534 in 
TRNSYS, while it has a constant height-to-width ratio of 1.5 and is 
wrapped with a 10 cm layer of mineral wool. The tank was assumed to 
be excavated into the ground due to its relatively high volume (ranging 
from 5 × 104 to 2 × 105 m3), and the heat losses from the tank to the 
outside ground were calculated based on the average ground tempera-
ture of 6.0 ◦C. Furthermore, to improve the heat transfer performance 
between the water in the tank and fluids flowing through the tank in 
pipes, the inlets of high-temperature fluids from AW-HPs and WW-HPs 
are on the top of the tank, while the outlets are on the bottom of the 
tank. In addition, the inlets of low-temperature fluids from SH and VH 
networks and charged from the BTES loop are on the bottom of the tank, 
while the outlets are on the top of the tank. 

As the local hybrid energy system is not designed totally self- 
sufficient, additional heat energy is also imported from the traditional 
DH network as a back-up. The auxiliary heater Type659 in TRNSYS was 
selected to model the DH network. Back-up heaters were prepared 
separately for each heating network (e.g., SH, VH and DHW), and were 
controlled based on the inlet temperature of fluids in the local energy 
system. Fig. 8 presents a simplified control logic for back-up heaters. If 

Fig. 7. Monthly thermal demand profile of the residential neighbourhood.  

Table 2 
Modelling for components of the studied local hybrid energy system.  

Component Model 

PV panel Axitec AC-270P/60S 
AW-HP NIBE F2120-20 
WW-HP NIBE F1345-60 
BTES Type557, the vertical U-tube ground heat 

exchanger 
Buffer tank Type534, the cylindrical storage tank 
Local heating distribution 

network 
Type951, the buried pipe 

DH network Type659, the auxiliary heater 
Cold tank Type534, the cylindrical storage tank  

Table 3 
Technical and thermal parameters of the BTES model.  

Parameter Unit Value Description Reference 

Header depth m 5 Thickness of the soil layer 
above the bedrock 

[34] 

Radius of 
borehole 

m 0.08 The typical larger borehole 
radius 

[16] 

Storage heat 
capacity 

kJ/ 
(m3K) 

2200 Soil outside the storage is 
water-saturated gravel. 

[39] 

Storage thermal 
conductivity 

W/ 
(mK) 

3.24 Average value of rock types 
in Finland. 

[40] 

Fill thermal 
conductivity 

W/ 
(mK) 

0.6 Boreholes filled with water. [38] 

Pipe thermal 
conductivity 

W/ 
(mK) 

0.375 U-tube pipes made of 
polyethene. 

[38] 

Flowrate of each 
loop 

kg/h 1200 Recommended value for a 
similar energy system. 

[41] 

Fluid density kg/m3 936 A mixture of ethylene glycol 
and water with the 
proportion of 30%. 

[42] 
Fluid specific 

heat 
J/ 
(kgK) 

3660 

Insulation 
thermal 
conductivity 

W/ 
(mK) 

0.03 Polystyrene boards cover on 
the top of the storage. 

[38]  
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the incoming fluid temperature is lower than the set point of building 
heating network, the back-up heater is needed to heat the fluid to the set 
temperature. It is noted that, if all the heat-transfer fluid flows through 
the back-up heater, the temperature may increase too high. Thus, de-
vices (e.g., flow diverters, mixing valves and temperature indicators) are 
applied to divide part of the fluid to flow through the back-up heater, 
and the rest to the mixing valve straightly, so that the set point tem-
perature is met after mixing. 

The core component of the cooling system is a 20 m3 cold buffer tank 
from which the water flows into the building cooling network at almost 
a constant temperature of 15 ◦C. The maximum outlet temperature from 
the SC network is 18 ◦C, while the flowrate is decided by the tempera-
ture difference and cooling demand. In summertime, cooling demand is 
supplied by WW-HPs using a cold buffer tank as the load side and a heat 
buffer tank as the source side. In wintertime, WW-HPs discharge the heat 
energy from the BTES to the heat buffer tank, further meeting building 
heating demand with BTES as the source side and heat buffer tank as the 
load side. In addition, the removed excess heat from cooling system can 
be stored and utilized in the local hybrid energy system. 

2.3. System performance indexes 

Some indexes have to be introduced to evaluate and optimize the 
system performance. From an economic perspective, the life cycle cost 
(LCC) and LCOE were introduced to evaluate the economic feasibility of 
the local hybrid energy system. From an environmental point of view, 
renewable energy fraction (REF), life cycle carbon emissions and the 
costs of emission allowances were considered to evaluate how friendly 
the system is to the environment. 

2.3.1. Life cycle cost 
LCC is an important index to estimate if the system is worth devel-

oping further. LCC consist of investment costs and operation costs in 
each year, and can be calculated by Eq. (1). 

LCC =
∑

t
[(CI,t + CO,t) × (1 + r)− t] (1)  

where, LCC is the life cycle cost of system, €; CI,t is the investment costs 
in year t, €; CO,t is the operation costs in year t, €; (1 + r)-t is the discount 
factor for year t, in which the interest rate is set as 3% referring to EU 

recommendations for long-term investments [43] and t for initial year is 
0. 

Investment costs are assumed only in the initial year, and the 
detailed costs of system components are obtained from manufacturers, 
internet sources, and other related studies (Shown in Table 4). In 
addition, a value added tax (VAT) of 24% should be included in all in-
vestment costs. 

Operation costs are defined by Eq. (2), including electricity costs and 
maintenance costs. Moreover, profit of surplus PV electricity sold to the 
grid is subtracted from the sum of operation costs. 

CO,t =
∑

Ce,import −
∑

Ce,export +CM,t (2)  

where, Ce,import is the hourly costs for electricity imported from the grid, 
€, calculated with Eq. (3); Ce,export is the hourly surplus electricity selling 
profit, €; CM,t is the annual maintenance costs, €. 

Ce,import = Pe,buying × Ee,import (3)  

where, Pe,buying is the hourly electricity buying price, €/MWh, calculated 
with Eq. (4); Ee,import is the hourly imported electricity, MWh. 

Pe,buying = (PElspot +PCF,buying +Pe,distribution +Pe,tax)×(1 +
VAT
100

) (4)  

where, PElspot is the hourly Nordpool Elspot price, €/MWh; PCF,buying is 
the commission fee for buying electricity, 3.0 €/MWh [51]; Pe,distribution is 
the electricity distribution price, 31.4 €/MWh [52]; Pe,tax is the elec-
tricity tax, 22.5 €/MWh [52]; VAT is the value added tax, 24%. 

Considering the variation of electricity prices in different years, 

Fig. 8. Control logic for back-up heaters.  

Table 4 
Costs for components of the local energy system.  

Component Cost Unit Reference 

PV panel 1000 €/kWp [44] 
AW-HP 410 €/kW [45] 
WW-HP 280 €/kW [46] 
Buffer tank 1570 €/m3 [47] 
Borehole drilling 38 €/m [48] 
BTES excavation 6 €/m3 [41] 
BTES insulation 75 €/m3 [49] 
Local pipes for heating 108 €/m [50] 
Local pipes for DHW 48 €/m [50]  
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Nordpool Elspot prices, of five years from 2014 to 2018, were used in 
sequence to generate the electricity price profile for the whole calcula-
tion period of 25-years life cycle. In addition, the escalation rate of 
electricity price was assumed to be 1% conservatively. 

Selling surplus PV electricity to the grid lowers the total operation 
costs, and the hourly surplus electricity selling profit can be calculated 
by Eq. (5). 

Ce,export = Pe,selling × Ee,export (5)  

where, Pe,selling is the hourly electricity selling price, €/MWh, calculated 
with Eq. (6); Ee,export is the hourly exported electricity, MWh. 

Pe,selling = PElspot − PCF,selling (6)  

where, PCF,selling is the commission fee for selling electricity to the grid, 
2.4 €/MWh [53], subtracted from Nordpool Elspot price. 

For simplicity, the annual maintenance cost was assumed to be 5% of 
total investment costs divided by the time of whole life cycle, as defined 
by Eq. (7). 

CM,t =
0.05

∑
tCI,t

TLC
(7)  

where, 
∑

tCI,t is the total investment costs of system, €; TLC is the life 
cycle time (25 years) of the local hybrid energy system. 

2.3.2. Levelized cost of energy 
To further evaluate the system performance and compare its profit-

ability with traditional DH, the cost of establishing one on-site heating 
energy system unit needs to be calculated. Thus, as defined by Eq. (8), 
LCOE is a more reasonable economic index than LCC. In this process, 
total costs and the amount of produced energy were calculated for each 
year. The costs were discounted and summed up for the whole life cycle, 
and finally divided by the total amount of produced energy discounted. 

LCOE =
LCC

∑
t[Et × (1 + r)− t]

=

∑
t[(CI,t + CO,t) × (1 + r)− t]
∑

t[Et × (1 + r)− t]
(8)  

where, LCOE is the levelized cost of energy, €/MWh; Et is the amount of 
heat energy produced, MWh. 

2.3.3. Renewable energy fraction 
Renewable energy fraction (REF) indicates the proportion of energy 

demand covered with energy produced by measures using renewable 
resources (e.g., PV panels). On-site heat energy fraction (OHEF) is 
needed to be introduced in Eq. (9) firstly before defining the REF. 

OHEF = 1 −
EDH,import
Edemand

(9)  

where, OHEF is the on-site heat energy fraction; EDH,import is the heat 
energy imported from DH grid, MWh; Edemand is the building total 
heating energy demand, MWh. 

Considering the grid electricity is also imported in the hybrid energy 
system to operate WW-HPs, REF is defined differently from OHEF, tak-
ing grid electricity consumption into account (Shown in Eq. (10)). 

REF = 1 −
Egrid,import + EDH,import

Edemand
(10)  

where, REF is the renewable energy fraction; Egrid,import is the electricity 
imported from the grid for HPs, MWh. 

2.3.4. Carbon emissions 
On-site stored heat energy reduces the heat supply from DH, and 

decreases CO2 emissions as the electricity generated with PV panels is 
carbon-free. However, except of electricity from PV systems, the oper-
ation of HPs requires additional electricity from the grid, which 

increases CO2 emissions from power plants. Thus, the total carbon 
emission level should be evaluated in the local hybrid energy system to 
prove if the system is environmentally friendly. 

Emission factor of 164 g/kWh is used for DH [54]. Emission factors 
for electricity production vary monthly between summer and winter 
times, which are summarized in Table 5. 

If the capacity of DH plants is more than 20 MW, emission allow-
ances should be considered with the aim to reduce carbon emissions 
[55]. The price of one emission allowance traded on the EU emissions 
trading system has increased during past few years [56], and has 
reached around 60 €/t [57]. This paper calculated the life cycle emission 
cost level of the system using a constant price value of 60 € per tonne 
emission allowance. 

2.4. Optimization 

This section describes the optimization of the system, and defines the 
objective functions, constraints, decision variables and the solution 
procedure. 

2.4.1. Optimization definition 
The system optimization goal is to find out the optimal solution with 

high performance and low costs. The optimization problem is defined by 
Eq. (10) with objective functions, constraints and decision variables, 
while objective functions are related to system performance and costs. 
The system performance optimization is for minimizing the amount of 
heat energy from DH grid and maximizing on-site energy production, 
while cost optimization is to minimize LCOE for the system profitability 
improvement. The optimization process is constrained by two factors, 
the maximum area of PV panels that can be installed, and the value of 
the decision variable must be within the lower and upper limits. 

min
{
fDH,import(x), fLCOE(x)

}

s.t.
APV (x) ≤ 2100m2

li,min ≤ xi ≤ li,max, i ∈ {1, ⋯10}

(10)  

where, fDH, import(x) is the amount of imported energy from DH, MWh; 
fLCOE(x) is the system levelized cost of energy, €/MWh; APV(x) is the area 
that PV panels can be installed, m2; xi is the decision variable introduced 
in Table 6; li,min is the lower limit for decision variable xi; li,max is the 
upper limit for decision variable xi. 

Decision variables affect the system performance significantly, and 
thus were selected to be optimized with reasonable limits for different 
components. Table 6 shows the decision variables relevant to the system 
design, including reasonable limits according to the use case. Limita-
tions for geometric dimensions (e.g., the buffer tank volume, BTES 
volume and the height-to-width ratio of BTES) were decided based on 
the test simulation. Upper limit of PV capacity depends on the maximum 
amount of PV panels installed on the rooftops. The range for tilt angle of 
PV panels is wide as it might vary based on when the peak PV electricity 
demand may occur. Capacities for HPs are based on the number and 
nominal capacities for AW-HPs and WW-HPs. The range for borehole 
density can describe the distances between boreholes, which was set 
from 0.05 to 0.2 borehole/m2 to reflect different effects on heat transfer 
performance. The maximum number of boreholes in a series was 
decided to be 4 according to Hirvonen and Sirén [41]. The minimum 
value set for BTES insulation thickness is 0 m as it might be infeasible to 
insulate the BTES in some situations, while the maximum one was set as 
4 m, which is high enough to test whether higher insulation thickness is 
beneficial or not. 

2.4.2. Optimization solution 
The optimization problem is multi-objective as two objective func-

tions were defined in this study. Multi-objective optimization (MOO), 
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also known as Pareto optimization, is required to find out the Pareto- 
optimal solutions (namely the Pareto front). Genetic algorithm (GA), 
performing well in solving MOO problems, is developed based on evo-
lution theory, where the fittest individuals survive and transfer their 
genetic information to the following generations [58]. Fig. 9(a) shows 
the main process of performing GA in optimization, which was realized 
via Multi-Objective Building Optimizer (MOBO) software developed by 
Aalto University and Technical Research Centre of Finland. Fig. 9(b) 
shows the process of combining optimization in MOBO and system 
simulation in TRNSYS using MATLAB as the media. The optimization 
starts with MOBO randomly, selecting initial decision variables based on 
the pre-defined limits. Decision variables are input to TRNSYS for per-
forming system simulation for the 4-years period. After the simulation is 

completed, MATLAB reads the simulation results from the TRNSYS 
output file and calculates the life cycle performance indexes of the 
system. The calculation results are printed to an output file and read by 
MOBO for creating mutations and crossovers in the population. In 
addition, MOBO selects the new decision variables based on the results 
of the previous generation, and the process is performed again similarly 
until the defined number of generations to be calculated is reached. 

To make sure enough cases are computed, we set the maximum 
number of generations as the stopping criterion for optimization. The 
population size, meaning the number of cases that are simulated to form 
one generation, is set to 30. The number of generations, meaning how 
many populations are calculated, is 150. After altogether 4500 different 
cases were simulated, the Pareto front was formed based on the results of 
the last generation. The other two key indexes in GA are the mutation 
probability and crossover probability. If the mutation probability is too 
small, the ability of mutation operation to produce new individuals will 
be poor. If it is larger than 0.5, the mutations happen too often and the 
optimization will change to a random search. Thus, the mutation 
probability was set at 0.125 in this paper. If the crossover probability is 
too large, it will destroy the excellent structure formed in the popula-
tion. However, a small crossover probability is too slow to discover new 
individuals. Thus, the crossover probability generally ranges from 0.4 to 
0.99 and was set at 0.9 in this paper. 

3. Results 

3.1. Optimization results 

Fig. 10 shows the multi-objective simulation result for each calcu-
lated case, where the Pareto front is formed from all the mathematically 
equal optimization results, which are presented by red points. The 
Pareto optimal solutions consist of 93 optimal results, of which the so-
lution with the lowest imported district heat and highest LCOE is marked 
as number #1, and the solution with the lowest LCOE and highest 

Table 5 
Monthly CO2 emission factors of electricity production (g/kWh).  

Month Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sept. Oct. Nov. Dec. 

Factor 173 174 156 132 125 85 81 115 148 143 131 131  

Table 6 
Decision variables of the optimization problem.  

Decision variable Unit Min Max Description 

Buffer tank 
volume 

m3 20 200 Volume of warm buffer 
tank 

PV capacity kW 40 340 Nominal PV system 
total capacity 

PV tilt angle 
◦

10 80 Tilt angle of PV panels 
AW-HP capacity kW 160 960 Total thermal power of 

AW-HPs 
WW-HP capacity kW 30 480 Total thermal power of 

WW-HPs 
BTES volume m3 50,000 200,000 BTES total volume 
BTES shape – 0.25 4 Height-to-width ratio of 

BTES 
Borehole density borehole/ 

m2 
0.05 0.2 Number of boreholes 

per m2 

Boreholes in series – 1 4 Number of boreholes in 
series 

BTES insulation 
thickness 

m 0 4 BTES top insulation 
layer thickness  

Fig. 9. Optimization process.  
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imported district heat is marked as number #93. None of the optimi-
zation results is dominating and further comparison is needed to find out 
more detailed differences between the optimal solutions. 

Fig. 11 shows the LCC and REF performances of the 93 optimal so-
lutions. The REF value increases as the LCC increases, which indicates 
that, with higher costs, the system can produce more on-site energy and 
lower the demand for off-site energy from DH and grid electricity. The 
main reason is that producing more on-site heat energy generally re-
quires a higher investment cost for a larger system size and also a higher 
operation cost for the electricity used by heat pumps. In addition, by 
analysing the cost structure of different solutions, BTES has the biggest 
effect on the LCC, whose cost consists of several main components (e.g., 
Borehole drilling, excavation, and insulation costs). The main difference 
in the LCC of 93 solutions is caused by the difference in BTES size. In 
solutions with a larger investment in the BTES, the LCC increases 
significantly and more heat energy can be stored seasonally. Thus, more 
heating demand can be met by on-site energy, rather than the energy 
from district heating, which increases the REF. As for other components, 
the larger BTES requires more heat pumps (HPs) to produce the stored 

heat energy, thus the investment costs and operation costs on HPs also 
increase, which further increases the LCC. The cost of PV system remains 
almost constant, indicating that the PV capacity keeps relatively the 
same for different solutions, which is the maximum limited by the 
available roof area. 

Fig. 12 shows the life cycle heat energy distribution and LCOE values 
of the 93 optimal solutions. Solution #1 has the highest supplied on-site 
heat energy of 27.94 GWh and the highest LCOE of 184.11 €/MWh, 
while solution #93 has the lowest supplied on-site heat energy of 18.75 
GWh and the lowest LCOE of 109.99 €/MWh. Applying the local hybrid 
energy system can achieve 54% DH reduction in the most expensive 
solution, and 37% DH reduction in the cheapest solution. In Fig. 11 and 
Fig. 12, the REF and on-site heat energy start to saturate while the LCOE 
rises faster. The reason is that the energy generation is limited by the PV 
capacity, which is always maxed out as there is no room to add more. 
Thus, increasing the size of the BTES system provides a less and less 
additional benefit, since no more renewable energy is being stored. 

Life cycle PV electricity distribution of the 93 optimal solutions is 
shown in Fig. 13. In all solutions, AW-HPs consume the largest share of 

Fig. 10. The multi-objective simulation results and Pareto optimal solutions.  

Fig. 11. LCC and REF performances for the 93 optimal solutions.  
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Fig. 12. Annual supplied on-site heat energy, imported district heat and LCOE.  

Fig. 13. Distribution of PV electricity.  

Fig. 14. Performance of seasonal storage BTES.  
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PV electricity, while WW-HPs consume a very small share. The reason is 
that WW-HPs operate mainly in wintertime when the generation of PV 
electricity is very low due to poor solar radiation. In each optimal so-
lution with the same maximum PV capacity, the total amount of 
generated PV electricity varies slightly with different tilt angle (30◦- 
45◦) of PV panels. The share of surplus PV electricity is higher in solu-
tions with lower LCOE, which indicates that the maximum capacity of 
PV panels is still worth investing in even if the system is small in scale. 
Although there is not enough electricity demand for HPs to consume all 
the generated PV electricity in a small system, the surplus PV electricity 
can be sold to the grid for economic benefits. 

Fig. 14 presents the performance of BTES, which shows that cutting 
the investment for BTES lowers the system size, which decreases the 
capacity of seasonal storage. Thus, the annual amount of energy dis-
charged from BTES also decreases. The efficiencies of BTES deviate 
between 63% and 70% in different cases, while the deviation could be 
caused by BTES temperature level, surface-to-volume ratio and insu-
lation thickness. 

3.2. Analysis for selected cases 

As a multi-objective optimization problem, in total 93 solutions 
formed the Pareto front but they performed differently on the two ob-
jectives. For further analysis, four cases are selected from the 93 ones as 
marked on the Pareto front in Fig. 15. Considering extreme conditions, 
the solution, with the highest LCOE of 184 €/MWh and the largest 
amount of on-site produced heat energy, is selected as case #1; the so-
lution with the lowest LCOE of 110 €/MWh is selected as case #4, whose 
share of total heating demand covered by on-site energy is the smallest 
of all the solutions. In addition, the solution, with roughly half of the 
total heating demand covered with on-site energy, is selected as case #2. 
And the solution whose LCOE is just below 120 €/MWh is selected to be 
the case #3, as a better one considering both economic and energy 
performance. Table 7 summarizes the system decision variables of these 
four cases in detail, while Table 8 summarizes their key indexes. As 
mentioned in Section 2.2.1, the system requires a heat-up time and has 
no significant change in the BTES temperature after a 4-year simulation, 
so the fourth year is chosen as the typical year for evaluating annual 
energy performance. 

Fig. 15. Pareto front and four selected optimal solutions.  

Table 7 
System description for the selected cases.  

System properties Unit Case #1 Case 
#2 

Case 
#3 

Case 
#4 

Decision variable 
Buffer tank volume m3 200 190 10 70 
PV capacity kW 340 340 340 340 
PV tilt angle 

◦

35 35 30 35 
Total AW-HP capacity kW 960 960 720 560 
Total WW-HP 

capacity 
kW 300 300 240 180 

BTES volume m3 130,000 90,000 60,000 50,000 
BTES shape – 1.00 1.25 1.25 1.50 
Borehole density borehole/ 

m2 
0.150 0.075 0.075 0.075 

Boreholes in series – 3 1 1 1 
BTES insulation 

thickness 
m 2.75 1.50 0.25 0.00  

Detailed BTES properties 
Cross-sectional area m2 2370 1600 1220 960 
BTES width m 55 45 39 35 
BTES height m 55 56 49 52 
Number of boreholes – 355 120 91 72 
Total flow of heat 

transfer fluid 
kg/s 39.4 40.0 30.3 24.0  

Table 8 
Key indexes of the 4 selected cases.  

Index Unit Case 
#1 

Case 
#2 

Case 
#3 

Case 
#4 

LCOE €/MWh 184 138 116 110 
Annual supplied on-site 

energy 
MWh 1160 1086 912 768 

Annual imported district 
heat energy 

MWh 844 918 1092 1236 

On-site Heat Energy 
Fraction (OHEF) 

% 58 54 45 38 

Renewable Energy Fraction 
(REF) 

% 41 38 33 29  
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The increase in system capacity (e.g., buffer tank volume, BTES 
volume and the capacity of HPs) leads to the increase in the LCOE and 
the amount of supplied on-site heat energy. PV capacity remains 
maximum as it is limited by the fixed amount of roof area for PV system 
installation regardless of building height in multi-storey buildings. And 
the PV tilt angles are all quite low in the 4 cases to maximize the PV 
electricity generation in summertime. 

Fig. 16(a) shows the LCC, REF and on-site heat energy fraction 
(OHEF) values of 4 cases. The investment cost of BTES in case #1 is 
significantly higher than in other cases, because case #1 has the largest 
seasonal storage size, the largest borehole density and the thickest 
insulation layer. REF and OHEF both increase with the system LCC in-
creases, as a consequence of the increase in storage capacity. However, 
REF does not increase as rapidly as OHEF, for the reason that grid 
electricity consumed by WW-HPs is considered when calculating REF 
and the more on-site energy produced, the more electricity WW-HPs 
consume. Fig. 16(b) shows the LCOE values and annual heat energy 
distribution of each case. To further analyze heat distribution, heating 
demands of SH, VH and DHW are separated, while the analysis results 
are as follows. Firstly, a significant share of SH demand can be covered 
by on-site energy even with the lowest LCOE in case #4. In addition, 
over half of the DHW heating demand is covered by DH even with the 
highest LCOE in case #1. At last, the significant difference in LCOE 
between case #1 and case #2 only brings a very slight difference in on- 
site energy production, indicating that it would be infeasible to maxi-
mize the on-site energy production with the largest system size. 

Fig. 17 shows the fluctuation of temperature level in BTES during the 
simulation period for each case. From the 1st year of operation, the BTES 
starts to heat up from the initial temperature of 6.0 ◦C (average ground 
temperature), and thus the overall temperature level in the first year is 
significantly lower than that in later years. There is still a slight differ-
ence between the temperature level in the second and third years. 
However, the BTES temperature becomes constant from the 4th year, 
which proves the system operates in a relatively stable status. Consid-
ering the control logic in Section 2.2.3, the seasonal storage ceases 
discharging heat when the tank temperature reaches the lower limit of 
12 ◦C. Comparing the temperature curves, it is concluded that the larger 
the BTES volume, the lower the maximum temperature level, which also 
can explain to some degrees why the BTES efficiency of larger storage is 
better than smaller ones. 

3.3. Optional control scenarios 

Solar radiation is unavailable during some periods (e.g., night times 
in summer), which means no PV electricity can be used to drive the AW- 
HPs at these times. Instead, grid electricity can be imported for AW-HPs 
operation under the circumstance of no PV electricity. According to this, 
two different AW-HP control strategies were proposed and simulated for 

the cases. In all control scenarios, it is prioritized to utilize PV electricity 
for AW-HPs, but if PV electricity is not available, AW-HPs can be driven 
by grid electricity and controlled based on outdoor air temperature. 

According to the data provided by the manufacturer [45], the COP of 
AW-HP NIBE F2120-20 is relatively high when the outdoor air tem-
perature is above 5 ◦C and is high enough especially when the temper-
ature reaches 15 ◦C. Thus, we chose 5 ◦C and 15 ◦C as the two critical 
points to design the optional control strategies. Table 9 summarizes the 
scenarios for different control strategies. Number 1–4 still represents 
these four cases. Letter A-D represents the scenarios with different 
control strategies for AW-HPs. Scenario A is the original solution with no 
changes. In scenario B, AW-HPs operate with grid electricity when PV 
electricity is not available and outdoor air temperature exceeds 15 ◦C. In 
scenario C, AW-HPs operate with grid electricity when PV electricity is 
not available and outdoor air temperature exceeds 5 ◦C. In scenario 1A, 
the largest system capacity can produce almost the maximum possible 
amount of on-site heat energy, but there is not enough heating demand 
to utilize that energy in the discharge period. To increase the utilization 
rate of on-site heat energy, control scenario D is developed for case #1. 
Among all the control scenarios, DHW is heated up by DH in summer to 
maximize the charging potential of BTES. However, in scenario 1D, 
DHW is pre-heated with on-site heat energy all year round instead of 
being heated totally with DH in summertime. 

Fig. 18 shows the simulation results for the 13 different control 
scenarios, and Fig. 18 (a) shows the values of LCC, REF and OHEF. 
Assuming that no additional investment is needed for different control 
strategies, the total investment costs in the same case with different 
scenarios are the same. However, the operation costs increase due to the 
increase in grid electricity use. In general, the OHEF is increased in both 
control scenarios B and C, where AW-HPs can produce more heat en-
ergy. The increase is more significant in cases #3 and #4 whose systems 
are smaller in scales than cases #1 and #2, indicating that the strategy of 
using additional grid electricity to drive AW-HPs is more beneficial in 
small systems. In the control scenario 1D, OHEF and REF are improved 
drastically with additional utilization of on-site heat energy to pre-heat 
the DHW. The share of on-site heat energy increases to nearly 90% of the 
total heating demand, while REF does not increase that much because 
more grid electricity is imported. 

LCOE and annual heat energy distribution are shown in Fig. 18(b). In 
cases #2, #3 and #4 with grid electricity imported for AW-HPs, the 
share of on-site heat energy increases but LCOE changes slightly. In 
addition, despite the additional utilization of grid electricity to charge 
the seasonal storage, the share of on-site heat energy seems to be the 
same in scenarios 1A, 1B and 1C. The reason is that all the SH and VH 
demand in winter is possible to be covered with on-site heat energy, and 
there is no need to charge more energy to BTES, which also explains why 
the improvement of DHW control is needed. As DHW is pre-heated with 
on-site heat energy instead of being heated totally with DH in scenario 

Fig. 16. Performance of the 4 selected cases.  
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1D, the share of on-site heat energy increases and the LCOE drops down 
drastically. 

Fig. 18(c) shows the annual performance of BTES for different sce-
narios. The efficiency decreases significantly in cases #1 and #2 because 
the heat loss from BTES increases due to the relatively higher temper-
ature level. Another reason why the efficiency decreases in case #1 is 
that the additional heat energy charged to the storage cannot be fully 
utilized as there is not enough heating demand during the discharge 
period. Even though the different DHW control strategy in scenario 1D is 
implemented, the amount of discharged heat energy does not increase 
significantly, which indicates that, in summertime, the DHW is pre- 
heated with the heat energy in the buffer tank rather than in BTES. 
Fig. 18(d) shows the annual temperature variation of BTES. In cases #1 
and #2, the temperature limit for discharging of 12 ◦C is no longer 
reached when additional grid electricity is imported to charge more heat 
energy to BTES. It means that the seasonal storage might be charged 
overmuch unnecessarily as the demand for on-site heat energy is already 
fulfilled, but there is still discharging potential left. In most scenarios of 
cases #3 and #4, the temperature limit is still reached even though extra 
heat energy is charged to BTES using grid electricity. It indicates that all 
the heat energy in BTES is possible to be discharged and there is still 
potential to improve the utilization rate of on-site energy by charging 
more energy to the seasonal storage. 

The annual distribution of consumed electricity is shown in Fig. 18 
(e). PV electricity used by AW-HPs decreases when grid electricity is 
imported for AW-HPs. The reason is that the tank may be firstly charged 
with AW-HPs driven by grid electricity when the outdoor air tempera-
ture is suitable. After some time, the tank temperature has already 
reached high enough, thus there is no need to operate AW-HPs even 
though PV electricity is available. In scenario B, the increase of grid 
electricity utilized by AW-HPs is slight because the grid-drive time is 
shorter due to the higher air temperature required (15 ℃) in the control 
strategy. The increase is more significant in scenario C with longer grid- 
drive time because the lower air temperature (5 ℃) is required. The use 
of grid electricity for running WW-HPs decreased from scenario A to C in 
case #1. This is mainly because the maximum temperature level of BTES 
is higher with more heat energy charged, and increases the COP of WW- 
HPs. As for cases #2, #3 and #4, the more AW-HPs operate to charge the 
seasonal storage, the more WW-HPs operate as there is more heat energy 
in BTES to be discharged, which increases the grid electricity con-
sumption of WW-HPs. 

Fig. 18(f) shows the life cycle CO2 emissions and emission costs for 
different scenarios, and separately presents the CO2 emissions caused by 
DH and grid electricity use. Compared with the reference scenario in 
which total heating demand is covered with DH, all the solutions with 
hybrid energy systems succeed in lower CO2 emissions due to the uti-
lization of PV panels and HPs. Life cycle emission cost varies moderately 
between scenarios but changes significantly depending on the emission 
allowance price. From the perspective of emission reduction, it is not 
recommended in all cases to import grid electricity to operate AW-HPs, 
as the life cycle CO2 emissions may decrease very slightly or even in-
crease in some scenarios. Scenario 1D is an exception, where the total 
amount of CO2 emissions decreases significantly mainly because the 
imported DH is reduced drastically as DHW is pre-headed with on-site 
heat energy all year round. 

Table 10 summarizes the results of annual CO2 emissions, carbon 
reduction rates and equivalent emission factors of on-site produced heat 
energy. Compared with the reference scenario, CO2 emissions can be 
annually decreased by 100–150 tons in most optimal scenarios, while in 
the bolded optimal scenario 1D can be decreased even by 217 tons, 
achieving a maximum carbon reduction rate of 66%. The equivalent 
emission factor of on-site produced heat energy is significantly lower 
than that of DH or electricity grids. If the electricity from the grid is 
generated by wind and solar energy, the on-site energy production 
would be almost carbon-free. 

Fig. 17. BTES temperature improvement during the simulation period.  

Table 9 
Description of different control scenarios.   

Scenario  

1. 
Highest 
LCOE 

2. On-site 
heat covers 
half of the 
demand 

3. LCOE 
below 
120 €/ 
MWh 

4. 
Lowest 
LCOE 

A: AW-HP uses only PV 1A 2A 3A 4A 
B: AW-HP operates with 

grid-electricity when 
outdoor temperature is 
above 15 ◦C 

1B 2B 3B 4B 

C: AW-HP operates with 
grid electricity when 
outdoor temperature is 
above 5 ◦C 

1C 2C 3C 4C 

D: AW-HP operates with 
grid electricity when 
outdoor temperature is 
above 5 ◦C and DHW 
preheated with on-site 
heat all year round 

1D     
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Fig. 18. Simulation results for different control scenarios.  

Table 10 
The annual CO2 emissions, carbon reduction rates and equivalent emission factors of on-site heat generation.  

Scenario CO2 emissions of DH CO2 emissions of grid electricity Total CO2 emissions Carbon reduction (t) Carbon reduction rates Equivalent emission factors 

(t) (t) (t)  (%) (g/kWh) 

Ref. 329 0 329 0 – – 
1A 138 44 183 146 44 38 
1B 137 51 188 141 43 44 
1C 135 70 205 124 38 59 
1D 40 72 112 217 66 41 
2A 151 42 193 136 41 39 
2B 139 53 192 137 42 45 
2C 136 69 205 124 38 58 
3A 179 32 211 118 36 35 
3B 163 41 205 124 38 41 
3C 150 60 210 119 36 55 
4A 203 24 227 102 31 31 
4B 193 22 215 114 35 26 
4C 175 47 222 107 33 50  
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4. Discussion 

4.1. General analysis of the system 

The studied local hybrid energy system is a potential solution to 
provide on-site heat energy for the residential district, and decentralizes 
heat energy production for CO2 emission reduction. In solutions with a 
smaller system scale (e.g., cases #3 and #4), on-site produced energy 
was possible to cover 38–45% of total heating demand, and could reduce 
CO2 emissions by 33–36% with REF of 29–33% and LCOE of 110–116 
€/MWh. In solutions with a larger system scale (e.g., cases #1 and #2), 
54–58% of total heating demand could be covered by on-site produced 
energy, and 41–44% of CO2 emissions could be reduced with REF of 
38–41% and LCOE of 138–184 €/MWh. Among all the selected cases, 
cases #2, #3 and #4 were more feasible to develop further, while Case 
#1 might be infeasible as the LCOE was significantly higher with no 
notable effect on REF improvement or CO2 emission reduction. 

By assuming the average values of AW-HP COP and BTES efficiency, 
a rule of thumb can be defined to estimate the local heat energy pro-
duction based on PV capacity. PV panels with a nominal capacity of 100 
kW can generate 95 MWh of electricity on an annual level. With PV 
electricity input, AW-HPs can operate with an average COP of 4.5 and 
produce 430 MWh of heat energy all charged into BTES. The average 
efficiency of BTES is assumed to be 60%, and approximate 260 MWh of 
heat energy can be discharged from BTES to the local heating network. 
Thus, it is roughly estimated that, 2.6 MWh of heat energy can be pro-
duced with a PV capacity of 1 kW in the local hybrid energy system. 
Applying this thumb rule, a total PV capacity of 770 kW is required to 
cover all the heating demand of the residential district. 

Hirvonen and Sirén [41] have studied a fully electrified solar com-
munity in detached houses in Espoo, Finland. The results of the studied 
local hybrid energy system are compared with that in Hirvonen and 
Sirén’s research. The nominal PV capacity is maximum reaching 0.01 
kW/m2 (scaled to the total floor area) in this research, while that ranges 
from 0.06 kW/m2 to 0.1 kW/m2 for most of their cases in Hirvonen and 
Siren’s research, which shows a significant difference. The expectation 
can be supported by the result comparison between this research and 
Hirvonen and Siren’s that it is the limited rooftop area that mostly re-
stricts achieving an almost fully self-sufficient local energy system based 
on PV electricity. Thus, it can be concluded that limited PV capacity is 
the main reason, causing the solar energy fraction in the proposed local 
hybrid energy system is significantly lower than that in a fully electrified 
solar community composed of detached houses. 

4.2. Limitation and further study 

This paper mainly focuses on the pre-feasibility analysis of the pro-
posed local hybrid energy system for the residential district. Further 
studies should be done to find out the more feasibility cost structure and 
operation strategy if the system is implemented in an actual residential 
district. 

The energy demand profile is simulated in IDA ICE based on the 
apartment buildings modelled with current requirements of the Finnish 
Building Code. However, the actual building energy demand varies, 
depending on many uncertain factors (e.g., occupant behaviour). 
Therefore, more validation of the energy demand profile must be done to 
avoid unreasonable system scale when it is actually implemented. 

In addition, this paper does not consider the demand response and 
optimal control system for the local hybrid energy system. Due to the 
lack of control algorithms base on weather forecasting and solar radia-
tion prediction, importing grid electricity to produce more heat energy 
with AW-HPs decreases the utilization of PV electricity in many cases. It 
suggests that the optimization of system operation with demand 
response and suitable control algorithm is meaningful and would be a 
separate topic in the next study phase. 

Considering the practical situation, it is more feasible to implement 

the local hybrid energy system in a newly-designed neighbourhood than 
in existing neighbourhoods. The reason is that the heating networks in 
existing buildings usually operate with relatively higher temperatures 
than the assumed underfloor heating, which may decrease the efficiency 
of the local hybrid energy system. It is also worth noticing that, the 
studied local hybrid energy system requires more installation space for 
components such as BTES and buffer tank than the DH system. Pre- 
designing related to the layout of the site is necessary when the sys-
tem is implemented, to locate the components to the site in a suitable 
way. 

5. Conclusions 

The building sector in the Nordic region covers a large share of en-
ergy consumption due to the cold climate and relatively higher heating 
demand. The utilization of renewable energy sources for heat energy 
production is a significant approach to reducing CO2 emissions and 
mitigating climate change. Solar energy is a superior renewable energy 
source, while the main challenge in utilizing solar energy for heating is 
the seasonal mismatch of solar radiation and building heating demand. 
Decentralized heat energy production at neighbourhood level makes it 
possible for STES. A local hybrid energy system integrating PV power 
generation and STES is proposed and studied in this paper. When the 
amount of solar radiation is at the highest level in summer, heat energy 
produced by PV electricity is charged, and then discharged in winter 
when there is high building heating demand. The studied system is 
designed to cover part of the heating demand of a residential neigh-
bourhood with 14 apartments. Multi-objective optimization is per-
formed with system simulations and genetic algorithms, and the 
feasibility of the system is evaluated based on optimization results. 

Based on cases with different system scales, 38–58% of the heating 
demand is covered by on-site produced heat energy with the LCOE of 
110–184 €/MWh. If grid electricity is also imported for AW-HPs oper-
ation rather than only with PV electricity, 41–88% of the heating energy 
can be produced on site with the LCOE of 108–201 €/MWh. CO2 emis-
sions reduction of 102–217 tons is achieved annually in this system 
compared with the situation where all the heating demand is covered 
with DH. 

As the on-site energy is produced based on PV electricity generation, 
the available rooftop area becomes the main limit for improvement of 
the system performance. If larger PV power stations (on external 
structures or vertically on the walls) can be utilized to produce heat 
energy, REF can be higher and the system might be more feasible. With 
moderate heat losses, BTES can be considered a high-efficiency seasonal 
storage system in this kind of residential neighbourhood. However, it is 
also the main economic component of the system. When the system is 
implemented on the site, the most important things are detailed ground 
investigations and precise pre-design for BTES. 

Larger investments do not always increase the share of DH replaced 
with on-site renewable energy. However, with the purpose to decen-
tralize heat energy production and reduce CO2 emissions, system scales 
with high LCOE are worth developing further. 
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