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ABSTRACT

Strip rolling is a typical manufacturing process, in which conventional control approaches are widely applied. Development of the control algorithms requires a mathematical expression of the process by means of the first principles or empirical models. However, it is difficult to upgrade the conventional control approaches in response to the ever-changing requirements and environmental conditions because domain knowledge of control engineering, mechanical engineering, and material science is required. Reinforcement learning is a machine learning method that can make the agent learn from interacting with the environment, thus avoiding the need for the above mentioned mathematical expression. This paper proposes a novel approach that combines ensemble learning with reinforcement learning methods for strip rolling control. Based on the proximal policy optimization (PPO), a multi-actor PPO is proposed. Each randomly initialized actor interacts with the environment in parallel, but only the experience from the actor that obtains the highest reward is used for updating the actors. Simulation results show that the proposed method outperforms the conventional control methods and the state-of-the-art reinforcement learning methods in terms of process capability and smoothness.

1. Introduction

Strip rolling is a manufacturing process in which metal strips are passed through rolling mills to reduce their thickness, improve flatness and make the thickness uniform (Ginzburg, 2009). Steel strips are an important raw material in modern industries, such as shipbuilding, automotive, and construction (Deng et al., 2019). In the strip rolling industry, production lines are subject to the influence of various difficult-to-predict factors, resulting in randomly appearing quality issues, even when the production process works stably. These factors are referred to as common cause variation, which is considered to be an inherent part of the production process and cannot be changed without changing the process itself (Qiu, 2013). For example, in the strip rolling field, the vibration of the running mills and the changing temperature of the roller and product surface cannot be fully predicted or avoided by redesigning the production line or control rules, but these factors will influence the quality of products (Ginzburg, 2009). Researchers studied finite element models and pure mathematical analysis (Jin et al., 2020; Wang et al., 2022a, 2022b; Mathieu et al., 2017) to redesign the mill or control models, but these time-consuming approaches could not solve the above problems completely.

Proportional integral (PI) controller is widely applied in control systems of production lines in the current strip rolling factories. It is synthesized based on the first principles and empirical models. For example, in a cold rolling production line, a feedback control loop that receives measured flatness values of the strips and outputs process parameters for mills is used to control flatness quality. When designing control logic, specific mathematical models of the studied problems, which have been proved to be correct in the field, can be predetermined and instantly executed online. However, for common cause variation, control experts need to design specific rules by manually considering potential problems. The trial-and-error approach is widely used in real factories, which is time-consuming and inefficient (Deng et al., 2019). Therefore, new methods that could cover the basic functions of the existing controller, while coping with the common cause variation, would be important for quality improvement.

The new trend of data-driven controllers could be of help. Such controllers are built using machine learning methods by data mining the available process data. The data collected from a stable process in a real production line contains the information of manufacturing principles...
and common cause variation. The controller is designed through offline data analysis and deployed for online use. This offline-training-online-practice (OTOP) mode offers more adaptability and accuracy of control, and has been applied in various fields (Nawfel et al., 2021; Zhang et al., 2021a, 2021b; Wang et al., 2022a, 2022b).

In this paper, the OTOP mode is incorporated into model-free reinforcement learning (RL). Recent studies show that RL can cope with high-dimensional stochastic problems (Vanvuchelen et al., 2020; Zhang et al., 2021a, 2021b; He et al., 2021). During the training process, the agent is not told what to do, but instead must discover which actions yield the most reward by trying them (Sutton and Barto, 2018). For model-free RL, on-policy methods attempt to evaluate or improve the policy that is used to make decisions, while off-policy methods evaluate or improve a policy different from that used to generate the data. State-of-the-art on-policy RL methods include Trust Region Policy Optimization (TRPO) (Schulman et al., 2015) and Proximal Policy Optimization (PPO) (Schulman et al., 2017). The off-policy methods include Deep Deterministic Policy Gradient (DDPG) (Lillicrap et al., 2016), Twin Delayed DDPG (TD3) (Fujimoto et al., 2018), and Soft Actor-Critic (SAC) (Haarnoja et al., 2018). In control fields, RL based methods have already been applied. Chen et al. (2021) proposed a model-free control scheme for emergency control in a power system based on multi-Q-learning based emergency plans and DDPG. Liu et al. (2015) presented an RL algorithm with fewer learning parameters for discrete-time multiple-input-multiple-output (MIMO) systems. Based on DDPG and a deep Q-network, a novel autonomous control framework is adopted to autonomous voltage control, supporting grid operators in making effective and timely control actions (Duan et al., 2020).

In intelligent transportation systems, an intent-based traffic control system is proposed by investigating RL for a 5G-envisioned Internet of Connected Vehicles, which can dynamically orchestrate edge computing and content caching to improve the profits of the Mobile Network Operator (Ning et al., 2021).

RL based methods have also been adopted in the steel-making industry. In basic oxygen steel making, RL is used to express model behavior and increase transparency to generate short polynomials that can explain the model of the process from what it has learnt from process data (Ståhl et al., 2021). Guo et al. (2020) proposed an ϵ-greedy RL method for the hybrid flow-shop scheduling problem of a steel production process, outperforming the state-of-the-art genetic algorithm. A data-driven RL method is developed for model parameters identification and roll gap control of a bar (Gamal et al., 2021). Han et al. (2020) proposed an RL approach with Monte-Carlo search and policy gradient to train a hierarchical granular computing-based model to construct long-term prediction intervals for reducing byproduct gas from the iron-steel-making process. However, using RL methods to train a controller for a process control system of a strip rolling line is a new topic.

In this paper, to improve the quality of the steel strips, a new controller which is a learnt policy of RL is developed. Without upgrading the machines and modifying the control logic, the controller which sets the process parameters of the final mill is studied. Our focus is limited to the final mill, because real-time flatness control is determined by the final mill. Currently, in the control system at our case study factory, a general PI controller is used. However, such a controller requires control experts to tune the parameters (e.g., by trial-and-error), and the controller is not adaptive to the rolling process, because it cannot learn from the process. Therefore, RL which is easy to implement and learn from the data is adapted to train a new controller. The real rolling data collected from the control system were analyzed offline using RL methods. This paper proposed a novel method that is based on multi-actor PPO. Because safety is crucial in the strip rolling industry, stable performance is required for the new method to reduce risks. Based on the random initialization of actors, given the same states, actors will output different actions with different new states and rewards. For the proposed method, only the actions with the highest rewards will be stored to update the actors, therefore, the pressure of local optimum can be relieved. Using the new method, the process is expected to produce strips of higher quality.

The developed RL based control method will be compared to an industry state-of-the-art PI controller. In the simulation, time-series data will be collected separately from the process using the PI and our proposed RL controller. The flatness values will be compared and analyzed, strips with lower flatness at each point are considered to have higher quality. The main intended contribution of this paper is to develop a novel RL based controller for a real industrial control system substantially outperforming the existing methods. The approach aims at the following results:

1. To propose an RL based intelligent controller for a control system to replace the existing controller.
2. To propose a novel method for training the RL controller, by combining PPO with ensemble learning that can reduce the influence of falling into the local optimum.
3. To confirm the superiority of the proposed method in simulation, using data from a real steel plant. Metrics of process capability and smoothness of controlled flatness values are used for the performance comparison of the RL and PI controllers.

The rest of the paper is organized as follows. Conventional methods and recent approaches to RL in control are reviewed in Section 2. Section 3 introduces the studied strip rolling line and system model. Section 4 illustrates the proposed method. Results are described and analyzed in Section 5. Section 6 discusses the limitations of the current work, the corresponding solutions, and future plans. Section 7 concludes this paper and describes the next step.

2. Literature review

The conventional Proportional (P) or Proportional Integral (PI) controllers have been used in process industries for more than two decades. These controllers require a mathematical expression of the process to be controlled, and their application involves controller tuning (Nian et al., 2020). However, designing a mathematical model (first principles or empirical) and deriving the control law require extensive knowledge from an expert with relevant domain knowledge (Spiebler et al., 2017). Thus, the application of such controllers on complex systems could be computationally demanding, and maintenance is difficult (Shin et al., 2019). Moreover, conventional approaches are not adaptive in nature, because these controllers can only obey certain rules preset by a control expert instead of taking intelligent decisions based on the real changeable condition.

On the contrary, the self-learning controller learns to control a process just by interacting with the process using an intelligence algorithm. The learning process enables controllers to understand the plant dynamics and then to act optimally to control actuators. It does not require the mathematical model of the process, does not involve controller tuning and it is fast since it does not have the optimization step (Gao et al., 2021).

The goal of the RL is to make the controller learn the optimal mapping of situations to actions through interaction guided by a scalar reward signal (Sutton and Barto, 2018). Moriyma et al. (2018) applied...
an RL algorithm to a data-center cooling application where accurate system models are very difficult to identify even with sufficient data. Fan et al. (2019) achieved increased energy efficiency using deep RL by allowing the agent to learn the optimal policy online instead of mathematically modelling the system. Combining the intelligent data-based models of random forest and a human knowledge-based multi-criteria structure of the analytical hierarchical process, a deep Q-Network-based decision support system was proposed to optimize the subjective factors of the textile manufacturing process (He et al., 2021). Based on the actor-critic algorithm, Liu et al. (2021) proposed a multi-actor network ensemble is proposed for decision-making in a mineral processing plant.

Before starting a real production line, experts and engineers will perform parameter tuning. The trial-and-error method is used, but it does not mean the engineers will groundlessly set parameters. Based on the engineers’ experience, knowledge, and availability of the production line, they will first give regular values (within an acceptable region, and not far away from the optimal values). Then trial-and-error is adopted to adjust the parameters. This process is time-consuming, risky, and requires the collaboration of experts in various domains. Moreover, steel strips will be wasted because machines need to produce the strips to evaluate the parameters. However, this method has advantages, since safety can be guaranteed because the experts have full knowledge of the production, which can effectively address potential problems. And this proven technique has complete plans for system updates and problem solving.

Our motivation for applying RL to strip rolling control is threefold. Firstly, strip rolling is a classic example of a manufacturing process, where rolling mills are distributed across the production line. Each mill has multiple actuators that control the rolling force, bending force, and roll shifting (Deng et al., 2019). Feedback control with a PI controller is the current state-of-the-art in such systems, and the RL policy has the ability of working as a controller. Secondly, according to various specifications and steel grades of the strips, controllers require different setpoints. The predesigned controller is not adaptive to variations and changing rolling conditions, resulting in irregular strip quality. For example, data collected from a real rolling production line contains significant noise, making information extraction with common machine learning methods difficult, so specific methods were required to process the data before modeling (Sun et al., 2021). However, an RL policy which learns from samples collected from interactions is able to solve these problems. Thirdly, unlike conventional methods that rely on complex mathematical models, RL has a simpler structure that is easier to implement.

In this paper, based on a state-of-the-art RL method (PPO), ensemble learning is adapted to develop a novel method (EPPO) for the strip rolling control system. An industrial problem (flatness control) is studied, and the proposed method was compared to the existing PI control method at the case study steel mill.

3. Strip rolling control

3.1. Background

Fig. 1 shows a cold rolling line with five mills. From left to right, the strip is rolled by the mills in sequence. A mill is propelled by motors and cylinders. In practice, the system controls the flatness through two steps. In step 1, system computes the process parameters based on the measured flatness. Based on the given process parameters, in step 2, system controls multiple actuators (cylinders). In this paper, we studied the step 1 to build a model between the flatness and process parameters. After the final mill, sensors measure the flatness of the strip every 20 ms and send the data to the control system. Considering the space between the mills and costs, only the final flatness is available for flatness control. As shown in Fig. 2, a feedback controller controls the final mill. After receiving the flatness measurement from the sensors, the controller computes and sends new process parameters for the mill. The flatness index (Paakkari, 1998), for an individual strip is defined as:

$$I = \frac{(\Delta L/L_{ref}) \times 10^{3}}{1}$$

where \(L_{ref}\) is the length of the strip as a reference and \(\Delta L\) is the difference between the length of a given strip and the reference strip.

In industrial practice, the strip rolling controller is based on pure mathematical models, considering the relevant physical principle of flatness and process parameters. The PI controller designed by experts is not adaptive, because the performance is determined by the experts’ experience and understanding of strip rolling. Upgrading the control system requires new first-principles or empirical models, which is inefficient. Therefore, developing a fast and effective method for replacing or improving the existing controllers is a demanding task.

3.2. Problem formulation

As shown in Fig. 3, the strip is moving from left to right. The flatness measurement is pegged on the production line and measures the flatness of 4 reference points at each time. The flatness of the strip at time \(t\) can be defined as \(S_{t} = (s_{t}^{1}, s_{t}^{2}, s_{t}^{3}, s_{t}^{4})\). Process parameters of the mill include rolling force, bending force of the work roll and intermediate roll, and the roll gap tilting, which are defined as \(U_{t} = (u_{t}^{1}, u_{t}^{2}, u_{t}^{3}, u_{t}^{4})\). During the rolling process, a controller receives \(S_{t}\) and computes the output \(U_{t}\). This process takes place every 20 ms to control flatness.

Since RL has already been proved to perform well on some control
problems (Vanvuchelen et al., 2020; He et al., 2021), this paper applies RL to strip rolling control problems. Using model-free RL methods, an agent will be trained through interaction. The obtained policy is proposed to replace the existing PI controller in the industrial strip rolling control system.

The data description of the studied production line is shown in Table 1. The inputs to the RL controller are the states $s_t$ (flatness of the strip at four reference points). The outputs are actions $u_t$ (process parameters of the mill). The control target is to compute the optimal control actions for the final mill, producing high quality strips for which the flatness values are close to zero. The flatness determines the quality of the strips. Lower flatness is a sign of higher quality. Therefore, the reward function is shown as follows:

$$\begin{align*}
r_t &= - (|s| + |s| + |s| + |s| + |s|) / 4.
\end{align*}$$

(2)

Fig. 3. Example of measuring flatness.

Designing this reward function has three main reasons. Firstly, in a factory, to evaluate the flatness of a strip, flatness values at different reference points at each timestep are averaged, and this averaged value is used to represent the flatness at the current timestep. Secondly, in practice, even at different reference points, the flatness values have a similar trend without trip points. This situation is determined by the method of adjusting the flatness (Bemporad et al., 2010). Thirdly, for the customer’s demand, two-sigma rule is used, meaning that a strip is qualified if 95% of the averaged values are within a desired boundary. During the training process, this reward function can guide the policy to output actions that can generate a higher reward. In other words, the reward will increase if the policy is correctly trained. Finally, when it converges to a stable value, only the actor will be saved for testing.

4. Proposed method

4.1. Proximal policy optimization

In this paper, PPO was adopted as the base algorithm, which was proven to be effective and efficient for many application fields (Vanvuchelen et al., 2020). PPO is an approximate version of TRPO that relies only on a first-order gradient, which is significantly simpler to implement. It relies on specialized clipping in the objective function to remove incentives for the new policy to get far from the old policy (Schulman et al., 2017). Using an actor-critic framework, PPO has a policy and a value function. The policy network is trained with the clipped surrogate objective:

$$L^{\text{clip}}(\theta) = \mathbb{E}_d \left[ \min \left( \frac{\pi_{\theta}(u|s)}{\pi_{\theta}(u|s)}, A_t \right) \right]$$

(3)

where $\pi_{\theta}$ and $\pi_{\theta,old}$ are a new and old policy parameterized by $\theta$ and $\theta_{old}$, $u$ and $s$ are the action and state and $c$ is a hyperparameter, $c = 0.2$. Given state as input, action is the output of actor. $A$ is an estimator of the advantage function which is computed with generalized advantage estimation (GAE) (Schulman et al., 2016).

Considering an entropy bonus $S[\pi_{\theta}]$, two terms can be combined to the following objective:

$$L^{\text{clip+S}}(\theta) = \mathbb{E}_d \left[ L^{\text{clip}}(\theta) + cS[\pi_{\theta}] \right]$$

(4)

where $c$ is the hyperparameter for entropy, and $c = 0.01$ in this paper. To train the value function network, mean squared error of the value and return is computed, the objective is given by:

$$L^{\text{value}}(\phi) = \mathbb{E}_d \left[ \left( V_{\phi}(s_t) - R_t \right)^2 / 2 \right]$$

(5)

where $V_{\phi}$ is the state-value function parameterized by $\phi$ and $R$ is the return. Using state as input, the state-value is the output of the critic. During the training process, gradient descent will be used to update the actor and critic.

4.2. Proximal policy optimization with multiple actors

In this paper, ensemble learning is combined with PPO by designing multiple actors. The original PPO has an actor and a critic. Ensemble PPO with $N$ actors (EPPO) defined as $\{\pi_{1\theta}, \pi_{2\theta}, \ldots, \pi_{N\theta}\}$ an output $(u^1, u^2, \ldots, u^N)$. The networks are updated in parallel, and their initializations are set randomly. For each timestep, based on reward function Eq. (2), reward of each state-action pair is computed separately. The overall optimal action is selected based on the following equation:

$$u_t^* = \arg\max_{u_t} r(s_t, u_t)$$

(6)
The optimal action is the action that has the highest reward.

**Algorithm 1**

| Initialize actor networks \( \pi_{\hat{a}} \), critic network \( \pi_{\hat{c}} \) with random parameters \( \Theta, \phi \) |
| Initialize replay buffer \( B \) |
| **For** \( t = 1 \) to \( T \) **do** |
| **For** \( i = 1 \) to \( N_{\text{actor}} \) **do** |
| Run policy \( \pi_{\hat{a}} \) observe reward \( r \) and next state \( s' \) |
| Compute value function \( V \) |
| **End for** |
| \( o = \arg \max_{i \in \{1, \ldots, N_{\text{actor}}\}} r' \) |
| Define the policy \( \pi_{\hat{a}} \) with the highest reward as the best policy at each timestep |
| Store transition \( (s', u', r', s^{t+1}) \) in \( B \) |
| Compute advantage estimate \( A' \) |
| **For** \( ep = 1 \) to \( N_{\text{epoch}} \) **do** |
| Sample mini-batch of \( N_{\text{batch}} \) transitions \( (s, u, r, s') \) from \( B \) |
| **For** \( i = 1 \) to \( N_{\text{actor}} \) **do** |
| Update actor \( \Theta \) by gradient method w.r.t. \( L^{\text{clip}}_{\text{adv}}(\theta) \) |
| **End for** |
| Update critic \( \pi_{\hat{c}} \) by gradient method w.r.t. \( L^{\text{value}}(\phi) \) |
| **End for** |
| **End for** |

The pseudocode of the proposed method (EPPO) is shown in Algorithm 1. The methods will be run for \( T \) timesteps. In the beginning, given an initial state, \( N_{\text{actor}} \) randomly initialized actors will compute and output different actions based on the state. The environment will output the rewards and new states after receiving the actions. In the original PPO, the state, action, and reward for each timestep will be stored in the experience replay memory and will be used to update the actor every \( m \) timesteps. The samples will not be reused. For EPPO, because of multiple actors, each timestep will generate \( N_{\text{actor}} \) action-reward-new state tuples, but only the tuple with the highest reward will be stored in the experience replay memory and used to update all the actors. In other words, during the training process, samples with the most contribution are used to update the actors. For each update, the actors and critic will be updated for \( N_{\text{epoch}} \) times based on the same data sampled from buffer \( B \). Moreover, considering the safety, a constraint avoids dangerous actions from the actors. Based on the machine capabilities, actions are mathematically restricted in an acceptable region. EPPO is intended to overcome the weakness of the original PPO method, in which the random initialization of the actors and the dynamics of the environment can cause the policy to easily fall into different local optima, making the performance unstable when repeating the training with random seeds.

### 4.3. Environment modelling

For RL methods in our paper, an environment is required. As shown in Fig. 4, the environment is used to interact with an agent for training a policy. Depending on the RL application, the environment can be a mathematical model, a real control system, a black box model (e.g., neural networks), etc. In other words, the environment is a model of the studied problem.

For research targets like robots or video games, the agent can interact with the real environment. For example, with the famous AlphaGo, the researchers make the agent play GO games tens of thousands of times to gain experience. During this process, the agent could lose or win the games, but it is not risky or costly, since this process is fully happening on a computer.

However, for industrial cases, such as strip rolling control in our paper, it is impossible to make the agent interact with the real system. Because the system needs to take actions given by the agent, and the
agent will try to explore the action space during the training process. In other words, the agent could give random and unsafe actions. Although we can try to constrain actions to a reliable region, this process is extremely risky in a safety critical industrial environment. For this reason, we first build an environment manually.

The real system has mathematical models of solid mechanics, mechanical engineering, and abrasion, so it is hard to build a physics-based model. Moreover, some of the models are sensitive in factories. Therefore, as shown in Fig. 4, using MATLAB system identification toolbox, we designed the environment by building a black box model (state-space model) based on the real data collected from the factory. Then, either the training process or the evaluation of the RL agent are based on this approximated model.

For the black box model mentioned above, we directly adopted a state-space model in MATLAB. Based on its general framework, the real data were used to compute parameters of the state-space model. Our dataset from the strip rolling line of the case study factory is time-domain data with 4 inputs and 4 outputs. In our paper, a third-order state-space model was estimated. Our RL algorithms are based on the PyTorch platform in Python, so we ported that state-space model developed in MATLAB to Python by recording the parameters of the state-space model and building a new state-space model in Python using the recorded parameters. After that, based on the Python version state-space model, an RL environment was developed, including a step function, reward function, and reset function. All the RL methods in our paper were trained and evaluated on this environment.

4.4. Experiment settings

In this paper, the proposed method is evaluated with a strip rolling problem. The studied strip rolling production line has five rolling mills and sensors, and each mill has four process parameters to control the flatness of strips. Only the normal condition of the process is studied. Our RL policy works as a feedback controller for the final mill to keep the flatness close to the target value. The work has two steps. First, based on the data from the case study factory, offline training was carried out in the lab using high performance computers. Second, the policy was evaluated after being trained. For this evaluation step, currently it was done in the lab, but online evaluation is possible. The trained policy is a neural network, it can be added to PLCs.

Considering the safety and costs, it is impossible to directly make any experiments on the real production line, so this paper introduced an offline analysis. Firstly, based on the strip rolling related knowledge and real data collected from the production line, experts from the factory designed a simulator, which is also called environment for RL in this paper. Secondly, the new controller was trained based on this environment using the EPPO algorithm. Finally, the new controller was evaluated using this environment.

The environment is a model of the real system by simplifying the connection between the machines and products. In practice, the real system has pure mathematical models of abrasion, pressure, etc. However, these models are sensitive and complex, which cannot be directly used for the experiments in this paper. Using data-driven principles and rolling knowledge, partners from the factory designed the environment.

Five methods are evaluated and compared in this paper, including DDPG, SAC, TD3, PPO, and EPPO. The hyperparameters were selected based on the recommended values in the original papers (Lillicrap et al., 2016; Schulman et al., 2017; Fujimoto et al., 2018; Haarnoja et al., 2018), and grid research was adopted for key hyperparameters (e.g., act noise). The hyperparameters of the models are shown in Table 2. In order to objectively compare and analyze the methods, the shared hyperparameters such as total steps and optimizer will have the same values. Each method will be repeated five times with random seeds.

The proposed method (EPPO) is analyzed in simulation by adding Gaussian noise to model the disturbance. The data of an existing strip rolling process with PI control were collected from a real production line and our EPPO based control was implemented. For the proposed and existing methods, given initial states, the policy or controller computes and output actions. Based on the actions, new states will be generated. The time-series states were collected to analyze quality performance. For the studied strip rolling problem, the optimal state values are 0, which corresponds to ideal flatness. In other words, the method that generates new states to be closer to 0 is better.

4.5. Quality metrics

For the studied strip rolling problem, the purpose is to control the flatness of the strips, keeping the values within a boundary designed by engineers, and close to the optimal value of 0. In this paper, capability and smoothness will be studied to evaluate the performance of the proposed method.

Capability of a process is the ability to produce output within specification limits. Capability is measured with capability ratios such as $C_p$ and $C_{pk}$ (Qiu, 2013). $C_p$ and $C_{pk}$ measure how consistent the data are around the average performance. $C_p$ indicates whether the process can produce products to specifications. $C_{pk}$ indicates whether the process is capable of producing within specifications and it is also an indicator of the ability of the process to adhere to the target specification. The equations of $C_p$ and $C_{pk}$ are given by Qiu (2013):

$$C_p = \frac{USL - LSL}{6\sigma}$$

$$C_{pk} = \min\left(\frac{USL - \mu}{3\sigma}, \frac{\mu - LSL}{3\sigma}\right)$$

where USL and LSL are the upper and lower specification limits of the process, $\mu$ and $\sigma$ are sample mean and standard deviation.

The coefficient of correlation between two values in a time series is called the autocorrelation function (ACF) (Box et al., 2015; Liu et al., 2019). Instead of correlation between two different variables, ACF

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Hyperparameters of RL methods.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shared</td>
<td>Hyperparameters Value</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Learning rate for actor</td>
<td>1e-3</td>
</tr>
<tr>
<td>Learning rate for critic</td>
<td>1e-3</td>
</tr>
<tr>
<td>Activation function</td>
<td>ReLU</td>
</tr>
<tr>
<td>Update every</td>
<td>300</td>
</tr>
<tr>
<td>Batch size</td>
<td>100</td>
</tr>
<tr>
<td>gamma</td>
<td>0.99</td>
</tr>
<tr>
<td>Hidden nodes of nets</td>
<td>64</td>
</tr>
<tr>
<td>TD3</td>
<td>Hyperparameters Value</td>
</tr>
<tr>
<td>Start step</td>
<td>10,000</td>
</tr>
<tr>
<td>Update after</td>
<td>1000</td>
</tr>
<tr>
<td>Act noise</td>
<td>0.1</td>
</tr>
<tr>
<td>Target noise</td>
<td>0.2</td>
</tr>
<tr>
<td>Noise clip</td>
<td>0.5</td>
</tr>
<tr>
<td>Policy delay</td>
<td>2</td>
</tr>
<tr>
<td>Polyak</td>
<td>0.95</td>
</tr>
<tr>
<td>PPO/EPO</td>
<td>Hyperparameters Value</td>
</tr>
<tr>
<td>Clip range ((\nu))</td>
<td>0.2</td>
</tr>
<tr>
<td>Lambda</td>
<td>0.98</td>
</tr>
<tr>
<td>EPPO actors</td>
<td>3</td>
</tr>
<tr>
<td>SAC</td>
<td>Hyperparameters Value</td>
</tr>
<tr>
<td>Start step</td>
<td>10,000</td>
</tr>
<tr>
<td>Update after</td>
<td>1000</td>
</tr>
<tr>
<td>Entropy coefficient</td>
<td>0.2</td>
</tr>
<tr>
<td>Polyak</td>
<td>0.95</td>
</tr>
<tr>
<td>DDPG</td>
<td>Hyperparameters Value</td>
</tr>
<tr>
<td>Start step</td>
<td>10,000</td>
</tr>
<tr>
<td>Update after</td>
<td>1000</td>
</tr>
<tr>
<td>Act noise</td>
<td>0.1</td>
</tr>
<tr>
<td>Polyak</td>
<td>0.995</td>
</tr>
</tbody>
</table>
measures the self-similarity of the variables. The ACF for a time series (the length is \( N \)) is given by Box et al. (2015):

\[
\text{corr}_k = \frac{\sum_{i=1}^{N} (y_i - \mu)(y_{i-k} - \mu)}{\sum_{i=1}^{N} (y_i - \mu)^2}
\]  

(9)

where \( k \) is the time gap being considered and is called the lag. A lag 1 ACF \((k = 1 \text{ in the above})\) is the correlation between values that are one time period apart. More generally, a lag \( k \) autocorrelation is a correlation between values that are \( k \) time periods apart. \( y_i \) and \( y_{i-k} \) are the variables measured at time \( t \) and \( t - k \), and \( \mu \) is the mean of all the samples in the time series. For ACF, possible values range from +1 to −1. An ACF of +1 indicates a perfect positive correlation, which means that both variables move in the same direction.

5. Results

5.1. Training performance

Training results of four state-of-the-art methods are shown in Fig. 5.

![Fig. 5. Comparison of DDPG, SAC, TD3, PPO.](image)

According to the cumulative reward of each episode, each method can converge within 150 episodes. After being trained for 450 episodes, DDPG (green line) has the lowest reward, while PPO (red line) has the highest one. Because each method was repeated 5 times, the mean and standard deviation are used for plotting, and shadow areas in Figs. 5 and 6 represent the standard deviation. As shown in Fig. 5, at 30th episode, TD3 (blue line) and SAC (orange line) have shadow area beyond 0, that means the rewards vary dramatically, resulting in a large the standard deviation. In other words, performance of TD3 and SAC are unstable at that episode. Fig. 6 shows the zoomed in cumulative reward, so that the minimum value of the vertical axis has been set to −2000. During the training process, the cumulative reward for SAC increased during the first 150 episodes and then decreased to −720. DDPG has a similar trend as SAC, increasing first, and finally decreasing to −1500. The average reward for PPO is increasing and approaching −530. Like PPO, the reward for TD3 has an increasing trend, but converged to around −720, which is lower than that of PPO. PPO has less shadow area than other methods have, so with different values for random seeds, PPO has a smaller fluctuation in cumulative reward.

The training performance of EPPO (gray line) is shown in Fig. 7. The purpose of adding multiple actors to PPO is to obtain better and stable performance. The cumulative reward of PPO has an obvious increasing trend and converges to −530, which is the highest reward among all the methods implemented in this paper, but there are three drops at 35th, 80th, 330th episode. For EPPO, the final reward is −660, which is lower than that of PPO. However, the cumulative reward of EPPO increases without any obvious drops. Moreover, EPPO has a high convergence speed. After only 20 episodes, the cumulative reward reaches −700, while PPO has a reward of −870. Therefore, EPPO outperforms PPO in terms of cumulative reward.

5.2. Simulation analysis

In addition to the training performance, the control performance will be evaluated by a simulation. The studied problem has four states (flatness values at four reference points). The control performance at these four states is analyzed separately. In the studied factory, the actual USL and LSL are set as 15 I and −15 I. However, in our paper, a strict requirement is designed, USL and LSL are set as 5 I and −5 I. In Fig. 8, all the state values generated by PI and EPPO are in the range of −15 I and 15 I, which meets the demands in our case study factory. However, given a strict requirement, only state 2 and state 3 of the data collected from two processes using PI and EPPO are between the boundaries of USL and LSL. The optimal flatness is 0, and EPPO has more samples much closer to 0 than PI has. For state 1, the PI based controller has 50 % of the data beyond the USL, while the EPPO based controller has all the data meeting the requirement. Similar to the performance of state 3, for state 4, the EPPO based controller performed well, but the PI based controller failed to effectively control the flatness, because 99 % of the data is beyond the LSL.

Moreover, in Table 3, \( C_p \) and \( C_{pk} \) are calculated based on the data shown in Fig. 8. The EPPO based controller has higher \( C_p \) than what the PI based controller has in all the states, which means that the EPPO controller is more capable of producing products to specifications. The larger \( C_{pk} \) is, the less likely it is that any sample will be outside the specification limits. For the EPPO based controller, all the values of \( C_{pk} \) in four states are over 2. For the PI based controller, \( C_{pk} \) values are much lower, and lower than 1. For state 4, \( C_{pk} \) is even negative, meaning that the process will produce output that is outside the customer specification limits. With the EPPO based controller, for each state, \( C_{pk} \) is close to \( C_p \), which means the average of the specification is close to the target value.

For the flatness measured at a specific frequency, the values are expected to be close to the optimal value 0 without huge sudden changes. As shown in Fig. 8, the process based on the PI controller (black lines)
produced strips having notable fluctuations in flatness, while the red lines are smoother. Mathematically, based on Eq. (9), lag 1 ACF is computed for smoothness analysis, which is shown in Table 4. For lag 1 ACF, close to 1 means a smoothly varying series. Like the capability analysis, performance of PI and EPPO controllers is analyzed separately by observing the four states. For PI, it has the highest lag 1 ACF of 0.96815 for state 2, while state 3 and state 4 have lower values of 0.94819 and 0.94662. However, for EPPO, state 3 and state 4 have the highest lag 1 ACF values of 0.99781, and state 1 has the lowest value of 0.99780. Moreover, all the states of the EPPO based controller have higher values of lag 1 ACF compared to the PI based controller. It can be concluded that the proposed method (EPPO) outperforms the existing method (PI).
6. Discussion

This paper tried to address real industrial control problems using RL methods, and the results in Section 5 showed that RL can be used for industrial control system. However, this topic also has three main limitations that need to be studied further.

1. The simplified data-driven model used for training can represent the real system only to a limited extent, there could be a bias between the model and the real system. Thus, it is risky to directly use the policy for real control.

2. Using approximated environment on computers for training and evaluation is normal practice in RL literature. As a feasibility test, this paper proved the method is possible to be used for industrial application, but real tests in the factory are needed in the future.

3. In addition to the stability and capability of the proposed method discussed in Section 5, functionalities, e.g., computational efficiency, are needed for an industrial application. Although the policy (neural network) can be added to (PLCs), a real test is significant.

Although limitations are existing, the current results in the paper demonstrated that RL can be adapted to strip rolling control. Such work is motivated because few publications about RL in strip rolling can be found. Based on the first work proposed in this paper, in the future, we have three main plans to address the above limitations.

1. For the first limitation about the simplified environment model:
   a) Collaborate with experts from the factory, design a near optimal environment model, considering all the possible factors (mentioned in Paragraph 4 of Section 4.3) which are existing in the real system.
   b) Train a policy without an environment using offline reinforcement learning (OLRL). This is done by collecting data from the real production line, and OLRL can directly learn from the data without interacting with an environment model. Because the assumption behind OLRL is that the real data are considered to have all the underlying information generated by the factors mentioned in Paragraph 4 of Section 4.3. Therefore, the simplification problem does not exist in OLRL.

2. For the second limitation about the evaluation:
   a) As mentioned above, if a near optimal environment is available, that will also address the evaluation limitation.
   b) The trained policy is a neural network, and the evaluation does not have complex calculation. In fact, it is functionally possible to add a neural network to PLCs, making it involve in real control. New RL methods with safety precautions are needed.

3. For the limitations in RL algorithm development:
   a) Currently, most of the general RL algorithms were designed purely on computers using simulation environments. Considering specific functionalities, e.g., safety, stability, new algorithms for industrial control are needed.
   b) For industrial applications, the algorithms need to be practicable. Based on high performance computers in the lab, we can modify the existing state-of-the-art algorithms to meet the demands mentioned above. It is important to keep a balance between functionality and practicality for algorithm development. For example, PLCs may not be able to execute complex models, especially if the cycle time is short. The tradeoff between simplicity and real-time performance can be determined empirically for alternative RL algorithms.

7. Conclusions and future work

This paper proposed a novel intelligent policy for flatness control of a strip rolling line. Without first-principles or empirical models, the policy was trained with a model-free reinforcement learning method, using an environment that was generated based on data from a real industrial strip rolling line. To enhance performance, ensemble learning was adopted. A proximal policy optimization with multiple actors was developed to stabilize performance. For the proposed method, capability and smoothness analysis were implemented based on a simulation. Results showed that the proposed method outperformed the existing method.

Our next work will focus on the practical application of the proposed method. By improving the environment and reinforcement learning algorithm, the gap between the experiments and a factory environment can be narrowed. For that, the policy (neural network) will be implemented in a Programmable Logic Controller, aiming not to replace the current controller but rather to work together. Based on the real industrial experiment, the performance of the policy will be improved.
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