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1

AES Fellow
(vesa.valimaki@aalto.fi)

, LEONARDO FIERRO,
1

(leonardo.fierro@aalto.fi)

SEBASTIAN J. SCHLECHT,
1, 2

AES Associate Member
(sebastian.schlecht@aalto.fi)

AND JUHA BACKMAN,
3

AES Fellow
(juhabackman@aactechnologies.com)

1Acoustics Lab, Department of Signal Processing and Acoustics, Aalto University, Espoo, Finland
2Media Lab, Department of Art and Media, Aalto University, Espoo, Finland

3AAC Technologies, Turku, Finland

Two filtering methods for reducing the peak value of audio signals are studied. Both methods
essentially warp the signal phase while leaving its magnitude spectrum unchanged. The first
technique, originally proposed by Lynch in 1988, consists of a wideband linear chirp. The
listening test presented here shows that the chirp must not be longer than 4 ms, so as not to
cause any audible change in timbre. The second method, called the phase rotator, put forward
in 2001 by Orban and Foti is based on a cascade of second-order all-pass filters. This work
proposes extensions to improve the performance of the methods, including rules to choose the
parameter values. A comparison with previous methods in terms of achieved peak reduction,
using a collection of short audio signals, is presented. The computational load of both methods
is sufficiently low for real-time application. The extended phase rotator method is found to be
superior to the linear chirp method and comparable to the other search methods. The practical
peak reduction obtained with the proposed methods spans from 0 to about 3.5 dB. The signal
processing methods presented in this work can increase loudness or save power in audio
playback.

0 INTRODUCTION

Peak reduction is a common operation in audio mastering
and playback. Conventionally a dynamic range compressor
(DRC) is used to limit the largest parts of the audio wave-
form in a nonlinear manner. This paper studies two linear
filtering techniques to reduce the peak value [1, 2].

In 1988 Lynch [1] published a paper about the reduction
of the crest factor, or the peak-to-RMS ratio, of speech
signals. He proposed to combine a nonlinear DRC and
his new idea, which he called quadratic phase dispersion.
Lynch briefly described the filter impulse response to be a
chirp with frequency increasing linearly.

As his application was speech processing, Lynch set the
bandwidth of the chirp to 5 kHz [1]. He mentions hav-
ing tested chirps of different lengths from 1 ms up to 18
ms, which he reported sounding distracting. Lynch finally
settled at a 12-ms chirp for speech. With the dispersion fil-
ter alone, he achieved a modest average peak reduction of
1.3 dB using voice data. In combination with a DRC, the
method yielded an average reduction of 7.7 dB.

*To whom correspondence should be addressed, e-mail:
vesa.valimaki@aalto.fi. Last updated: Mar. 18, 2022

Even less is known about the technique proposed by
Orban and Foti, which they call the phase rotator [2, 3].
It is a chain of all-pass filters, “typically four poles, all
at 200 Hz,” Orban and Foti write [2]. Such a filter system
has a flat magnitude response and nonlinear phase response.
Orban and Foti mention that this processing achieves a peak
reduction of 3–4 dB on speech recordings. Simultaneously
the audio waveform becomes more symmetric, which is
another advantage [2].

Many years later, Parker and Välimäki independently
studied audio peak reduction [4]. Their work was inspired
by the observation that the output signal of a highly dis-
persive all-pass filter was often smaller in amplitude than
the input. They realized that to be useful in practice, the
dispersive filter must not smear the sound too much but
should remain inaudible. Parker and Välimäki [4] used three
Schroeder all-pass filters [5–7] and varied the delay-line
length and feedback coefficient to find out that an average
2.5-dB reduction could be achieved in a small selection
of musical instrument sounds [4]. Such a method required
testing 100 different parameter settings and selecting the
best one for each signal segment.

Belloch et al. continued the work, using a high-
performance computer with a graphics processing unit, to
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explore millions of parameter combinations [8]. The reduc-
tion was slightly improved, but the method remains imprac-
tical for real-time playback because of the huge burden of
the parameter search. The method may have practical value
for offline processing of signals, however, for example, for
those stored as warning or gaming sounds.

The topic of this paper, audio peak reduction, is a close
relative of other phase processing techniques leading to in-
audible or nearly inaudible results, such as group-delay
equalization [9–11], decorrelation [12–15], and signal-
processing techniques used for upmixing [16]. Chirps or
sweeps similar to the ones discussed in this paper are used
in measurements [17–20], the short ones especially in the
estimation of the properties of time-varying systems [21,
22].

This paper explores the Lynch and Orban–Foti tech-
niques for audio peak reduction. The authors suggest a
parameter choice for each method so as to obtain the best
reduction for each frame, which may be a short segment
of the audio waveform containing a local peak. Parameters
are restricted so that their impulse response does not lead
to excessive smearing, which could be heard as a chirp, or
be reminiscent of the spectral-delay effect [23]. Such re-
stricted chirpy impulse responses are called ultra-short to
emphasize the fact that they do not sound like a sweep but
rather like a click. This also helps reduce the search space
of the best parameters for each signal.

This paper is organized as follows. SEC. 1 proposes an
enhanced linear chirp method and reports on a listening
test to find out the perceptual limits of the chirpiness. SEC.
2 introduces improvements to the phase rotator method. In
SEC. 3, the proposed methods are compared with each other
and other methods and are evaluated using a database of test
sounds. SEC. 4 concludes the paper.

1 LINEAR CHIRP

This section analyzes the chirp method introduced by
Lynch [1] and proposes an enhanced method that is suitable
for high-fidelity audio sampled at fs = 44.1 kHz.

1.1 Analysis of the Lynch Chirp
Lynch [1] originally defined the linear upward chirp with

a quadratic phase as

hLynch(n) = g sin
(πW

T f 2
s

n2
)
, for n = 0, 1, ..., L − 1,

(1)

where n is the sample index, g is the gain factor, W is the
signal bandwidth in hertz, T is the chirp duration in seconds,
and L = �Tfs� is the upward chirp length in samples, where
� · � is the ceiling, or the largest integer, function. Fig. 1
shows the waveform of the chirp with parameters W = 20
kHz and T = 12 ms. The chirp has been scaled to have unit
energy by setting g = 0.0621. The peak waveform value in
Fig. 1(a) is surprisingly small (� 0.06), which gives hope
that the convolution of this sequence with an audio signal
can lead to a notable peak reduction.

Fig. 1. (a) Waveform and (b) magnitude spectrum of a 12-ms
linear chirp from 0 to 20 kHz.

However Fig. 1(b) reveals that the spectrum of the chirp
contains some ripple and has irregularities at each end of
the audio frequency range: frequencies below 1 kHz are
attenuated by almost 3 dB, and there is a 2-dB bump at
19 kHz. The ripple in the frequency domain is the Gibbs
phenomenon, which is caused by the abrupt beginning and
ending of the signal in the time domain [24]. Using the chirp
of Fig. 1(a) as a filter for an audio signal would cause the
same changes to its spectrum. The low-frequency attenua-
tion is particularly significant, because it drastically affects
the sound quality. Next, modifications to the design, which
improve the chirp’s performance in the frequency domain,
are proposed. A finite-length chirp with a completely flat
spectrum cannot be synthesized. However avoiding discon-
tinuities in the frequency response can flatten the spectrum
[17, 19].

1.2 Whitened Linear Chirp
The chirp must be created carefully to avoid oscilla-

tions in its spectrum. The bump at high frequencies can
be corrected by tapering the spectrum smoothly toward the
Nyquist limit. Here the suggestion is to first create a full-
band linear chirp going from 0 Hz up to the Nyquist limit,
i.e., W = fs/2:

h(n) = g sin
( π

2T fs
n2

)
, for n = 0, 1, ..., L − 1. (2)

The wideband chirp h(n) is post-processed in the fre-
quency domain, but its length is not increased much in the
time domain. The chirp spectrum H(f) is computed with the
discrete Fourier transform (DFT), which should be longer
than the chirp length. Zero padding can be applied to extend
the sequence to the desired length. Thereafter the response’s
ripply magnitude spectrum is replaced with a smooth model
spectrum C(f):

|H ( f )|e j∠H ( f ) → C( f ) e j∠H ( f ), (3)
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Fig. 2. (a) Waveform and (b) magnitude spectrum of a whitened
12-ms chirp, cf. Fig. 1.

where |H ( f )| and ∠H(f) are the magnitude and phase spec-
tra of h(n) and f is the frequency. The model C(f) is unitary
between 0 Hz and 20 kHz, and it is attenuated from 1 to
0 above that range using the first quarter of a cosine func-
tion. In practice, the model spectrum is combined with the
original phase response at both positive and negative fre-
quencies.

Finally the time-domain version of the whitened chirp
is obtained with the help of the inverse DFT (IDFT). The
flattening process slightly increases the length of the signal,
but the enhanced chirp hflat(n) is obtained by cropping L
+ 0.05L samples of the IDFT result, i.e., allowing a 5%
increase in chirp length at the high-frequency end. This way,
the spectral ripple is reduced, and the chirp still remains
short.

Fig. 2 shows the waveform and magnitude spectrum of
the chirp hflat(n) whitened using 1,024-point DFT and IDFT
processing. The waveform in Fig. 2(a) has been slightly
modified in comparison to Fig. 1(a), but above all, the
spectral ripple has been attenuated in Fig. 2(b), now re-
stricted within −0.6 and 0.5 dB. In comparison, the linear
chirp proposed in [19] of the same length has spectral rip-
ples of 2–3 dB. Shorter chirps down to 1 ms have also
been tested, and the ripple always remains within ±0.6 dB,
which is considered inaudible and, thus, sufficiently small
for hi-fi audio. Even shorter chirps can be used, down to
0.4 ms, provided that an increase in chirp length to 1 ms
at the high-frequency end is ensured. Below such a value,
the whitening process is unable to counter the ripple ef-
fect. At the beginning, or the low-frequency end, of the
chirp, extending the length is unnecessary. The DFT/IDFT
processing also affects the start of the waveform, however,
which can be seen by comparing Fig. 1(a) with Fig. 2(a).

1.3 Peak Reduction Using the Linear Chirp Filter
The samples of the whitened chirp can be used as a finite

impulse response (FIR) filter:

y(n) = hflat(n) ∗ x(n), (4)

Fig. 3. Example of applying (a) a 3.4-ms downward chirp to filter
(b) a mallet sample, which leads to (c) reduction of the signal’s
peak value. Note the different time scale in (a).

where x(n) and y(n) are the original and processed signal
frames, respectively, and the asterisk (*) refers to the convo-
lution operation. The corresponding FIR filter is fairly long,
e.g., 529 coefficients when T = 12 ms, as in Fig. 2(a). Many
experiments with whitened chirps of various lengths were
conducted in this study, using both the upward chirp, as
the original one proposed by Lynch, and downward chirp,
which is obtained by reversing the sequence in time.

Fig. 3 shows a processing example using a downward
chirp with a nominal length of 3.4 ms (150 samples, includ-
ing the 5% extra) to process a mallet percussion instrument
sample. The downward chirp has a discontinuity at the end
at about 3.6 ms in Fig. 3(a) but is harmless and is only
there to flatten the magnitude response of the chirp at the
low end. Fig. 3(c) shows that, as a consequence of the con-
volution with the linear chirp, the peak value of the signal
is reduced from 1.0 to 0.83, which corresponds to 1.6 dB.
At the same time, the signal waveform has become more
symmetric: before filtering, in Fig. 3(b), the minimum and
maximum sample values are 1.0 and −0.89, corresponding
to a peak-to-peak ratio of 1.12, whereas after filtering, in
Fig. 3(c), they are −0.83 and 0.81, and the peak-to-peak
ratio is equal to 1.02.

Furthermore the linear chirp causes a few milliseconds
of effective delay to the signal, which can be observed by
comparing the onset times in Figs. 3(b) and 3(c). For refer-
ence, the group-delay estimate of the downward chirp used
in this example is presented in Fig. 4(a), which shows that
the lowest frequencies undergo the largest delay of about
3.4 ms. On the other hand, the high-frequency range around
20 kHz has the smallest group delay, smaller than about 0.5
ms. In other words, the chirp starts from high frequencies
and proceeds approximately linearly downward toward 0
Hz. For comparison, Fig. 4(b) presents the corresponding
upward chirp, as originally proposed by Lynch [1].

Recent work on the audibility of group delay showed that
the human ear is sensitive to mid and high-frequency varia-

J. Audio Eng. Soc., Vol. 70, No. 6, 2022 June 487
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Fig. 4. Group delay of the whitened 3.4-ms (a) downward and (b)
upward chirp. The waveform of the downward chirp is shown in
Fig. 3(a).

Table 1. Audio items used in the listening test.

Name Description

UnitImp A sequence of three synthetic unit impulses.
PinkImp A sequence of three pink impulses [11].
SynthHH A sequence of three synthetic hi-hats [11].
Castanets A sequence of recorded castanets.

tions, while tolerating more phase processing in the low fre-
quencies [11]. This suggests that the downward chirp [see
an example in Fig. 4(a)] is a stronger candidate for practi-
cal implementation than its time-reversed counterpart, the
upward chirp, which is exemplified in Fig. 4(b). Practical
limits of the chirp length are studied next.

1.4 Listening Test
This section presents the design and results of a listening

test to determine the perceptual limits for ultra-short chirps.
The goal is to define the maximum nominal length for
the linear chirp before the dispersion becomes audible and
reduces the sound quality, i.e., find the longest linear chirp
that does not introduce a chirp-like effect in audio signals.

A formal blind listening test was conducted on a selec-
tion of 16 experienced listeners. All participants had pre-
vious experience with listening tests and reported no hear-
ing impairments or relevant medical conditions. The test
software was run on webMUSHRA [25] over a computer
running MacOS 10.14.6 using a single pair of Sennheiser
HD 650 headphones, inside a soundproof listening booth
at the Aalto Acoustics Lab, Espoo, Finland. A set of four
short audio samples (1–3 s long, sample rate 44.1 kHz) was
selected, inspired by the test reported by Liski et al. [11],
which also studied the audibility of phase processing. The
test samples are summarized in Table 1.

In each trial, test subjects were presented with one of the
audio excerpts as a reference, and they were asked to rate
six stimuli on a scale from 0 to 100 with respect to the sim-

ilarity to the reference sound and the amount of perceived
chirpiness, which was described to the participants as the
audible effect of dispersion in time. Stimuli consisted of
the hidden reference and its five different versions filtered
with either downward or upward chirps of lengths T = 2,
4, 8, 12, or 20 ms, the last of which was considered the low
anchor because of the strong audibility of its chirp effect.

The participants were allowed a short training phase be-
fore starting the actual test to familiarize themselves with
the given concept of chirpiness, get acquainted with the in-
terface, and adjust the loudness to a comfortable level. The
scores given during the training phase were not included in
the data analysis. During the actual test, participants were
presented with a trial with downward chirps and a trial with
upward chirps per audio excerpt, each repeated twice for
reliability, for a total of 16 trials and 48 different audio
stimuli. The processed audio excerpts are available on the
companion webpage [26].

Mean opinion scores (MOS) were computed from the
subjective ratings to estimate the audibility of the chirp
effect. Two subjects (12.5% of the participants) were dis-
carded after an initial screening of the data. The criterion
was that any subject rating the reference below 4.6 MOS
points, i.e. 90/100, for more than 10% of the trials is dis-
qualified. For 16 trials, in practice, anyone who rated the
reference below 90 points more than once was considered
unreliable and was discarded.

Box plots of data distribution are displayed in Figs. 5(a)
and 5(b), respectively, for the downward and upward chirps.
Samples filtered with 2-ms–long chirps are barely distin-
guishable from the reference, scoring between 4 (Good)
and 5 (Excellent) for all audio excerpts. A nominal length
of 4 ms makes the chirp slightly more audible, achieving
the MOS between 3 (Fair) and 4 for the unit impulse and
pink impulse but retaining the higher range for hi-hat and
castanets. Moreover, 8-ms–long chirps are ranked between
2 (Poor) and 3. Longer chirps (12 and 20 ms) are largely
audible, scoring constantly between 1 (Bad) and 2.

Results show that the audibility of the chirp effect is
higher for impulsive sounds, whereas the phase dispersion
is partially masked for noisy or reverberant transients, such
as the synthetic hi-hat and castanet sounds. This can be
taken into account by adjusting the maximum chirp length
according to the input audio frame.

The proposed design for the peak-reducing phase dis-
persion involves both downward and upward chirps with
a maximum length of 4 ms to keep them ultra short. The
minimum length of the chirps is set to 0.4 ms to guarantee
that the magnitude response ripple effect does not exceed
the ±1-dB range. A shorter linear chirp is also ineffective
in reducing the waveform peak value.

2 PHASE ROTATOR

The phase rotator algorithm briefly mentioned by Orban
and Foti [2, 3] is examined next. In this work, an extension
that improves the performance of the original method is
proposed.
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Fig. 5. Mean opinion scores and confidence intervals for (a) downward and (b) upward chirps from the listening test.

Fig. 6. Phase rotator consists of four cascaded all-pass filters.

2.1 Original Phase Rotator
When Orban and Foti mention a “chain of allpass filters”

and “four poles,” they refer to four cascaded second-order
all-pass filters. The digital second-order all-pass filter has
the following transfer function:

A(z) = r2 − 2r cos(ωc)z−1 + z−2

1 − 2r cos(ωc)z−1 + r2z−2
, (5)

where 0 ≤ r < 1 is the pole radius and ωc = 2πfc/fs is the
pole frequency in radians. To implement a phase rotator,
four such filters are cascaded, as shown in Fig. 6, yielding
the following transfer function:

Hphr(z) = [(A(z)]4. (6)

A synthetic hi-hat signal is filtered with the phase rotator
as an example of its usage. Orban and Foti do not reveal
the pole radius, so a suitable value was obtained with a
manual search. The pole radius of r = 0.8, which yielded a
good result in this case, is used in Fig. 7. It reduces the peak
value of the signal by 1.3 dB. In addition to the reduced peak
value, a more symmetric waveform is obtained, since the

Fig. 7. (a) Phase rotator impulse response (fc = 200 Hz; r = 0.80),
(b) a hi-hat sample, and (c) the filtered hi-hat sample having a
reduced peak value.

minimum and maximum sample values, −0.86 and 0.85,
respectively, are almost equal after the filtering (peak-to-
peak ratio 1.01). The delay caused by the phase rotator to
the overall waveform is negligible.
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Fig. 8. Group delay of the phase rotator (fc = 200 Hz; r = 0.80),
whose impulse response is shown in Fig. 7(a).

Fig. 9. (a) Extended phase rotator impulse response (fc = 40 Hz;
r = 0.98) and (b) the unprocessed and (c) processed bass drum
sample.

Fig. 8, which shows the group delay corresponding to the
impulse response of Fig. 7(a), reveals that the phase rotator
also produces a short chirp as its impulse response. The
delay of this phase rotator is about 1.6 ms near 0 Hz and
decreases toward higher frequencies. This means that it is
a downward chirp: the high frequencies appear first in the
impulse response, and the low frequencies follow, as can
also be interpreted from Fig. 7(a), where fast oscillations
appear in the beginning (at 0 ms and immediately after that)
but the response’s tail is a wave that slows down with time.

2.2 Extended Phase Rotation Algorithm
Changing the phase rotator parameters ωc and r was seen

to yield a remarkable effect on the reduction performance.
Nevertheless it was decided that all four all-pass filters
should have the same parameters because otherwise the
search space would get expanded in a way similar to Parker
and Välimäki’s earlier work [4].

Fig. 9 shows an example of processing a bass drum sam-
ple when the pole frequency is 40 Hz and pole radius is
0.98, which reduces the peak sample value to 0.67, which
is 3.4 dB lower than the original 1.0. For comparison, the
all-pass filter parameters used in Fig. 7 do not help reduce
the peak value of the bass drum signal but instead increase
its maximum value by 0.83 dB. This also shows that a

Fig. 10. Peak-reduction heatmap of the extended phase rotator for
the (a) bass drum, (b) hi-hat, (c) mallet, and (d) snare drum test
signals. The diamond indicates the point of best reduction for each
signal.

phase rotator with fixed parameters cannot be optimal for
all signals.

Fig. 10 shows the performance analysis of the extended
phase rotator method over four test signals for the selected
search space. The same sound files, all short percussion
instrument sounds, have been used previously in the study
by Parker and Välimäki [4]: the bass drum (BD), hi-hat
cymbal, mallet percussive instrument, and snare drum. Two
recurrent patterns are observed in Fig. 10. Either the peak
reduction is mainly or solely dependent on the pole radius,
hence forming “stripes” in the heatmaps, as in Figs. 10(b)
and 10(c), or the optimal reduction concentrates in a low-
frequency region near the unit circle, as seen in Fig. 10(a).
A mix of the two patterns is observed in Fig. 10(d).

Based on extensive tests with such audio signals, it was
decided to allow the pole frequency of the phase rotator to
vary between 40 and 200 Hz. On the other hand, the pole
radius can be effective in the range from about 0.6 to 0.98. If
the poles of the all-pass filters are set closer to 1.0, the phase
rotator produces a disturbing change in the signal timbre.
As long as the pole radius of the extended phase rotator
is kept smaller than about 0.98, its impulse response is an
ultra-short chirp, which does not cause a clearly audible
chirp-like effect. With the pole radius smaller than 0.6, the
effect is diminutive and thus not worth exploring.
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Fig. 11. Search space in the Z plane for the extended phase rotator.
Each cross represents one pole location, and there are 200 of them
in total.

Table 2. Best parameter values for the extended phase rotator
method, cf. Fig. 10. BD = bass drum.

Sound Pole radius Pole frequency (Hz)

BD 0.98 40
HiHat 0.80 200
Mallet 0.65 160
Snare 0.98 40

Fig. 11 illustrates the proposed search space for the ex-
tended phase rotator that contains five different frequencies
and 40 pole radii sampled uniformly between the extreme
values. This leads to a search space of 200 parameter sets,
which also samples the useful parameters quite densely.
Testing this many options per signal frame or transient is
reasonable. Additionally a bypass mode must still be im-
plemented, implying no processing, for signals that cannot
be reduced, as suggested in earlier works [1, 4].

Fig. 10 proves that including the entire parameter search
space is useful, since the optimum parameter value pair
(marked by a red diamond for each map) is located at a
different point for different test sounds. Table 2 lists the
parameter values yielding the largest peak reduction for
each test sound according to Fig. 10.

3 EVALUATION

In this section, a comparison of the proposed method im-
provements with state-of-the-art techniques [4, 8] is con-
ducted using five test sounds used in previous studies and
over a dataset of transient sounds.

3.1 Previous Test Sounds
The peak reduction results obtained for five test samples

used in previous studies are shown in Table 3. Although
not achieving the same performances of the method by
Belloch et al. [8], which remains superior for four out of five
samples, the improved phase rotator is partially successful
because it is always comparable or superior to the method
by Parker and Välimäki [4] and achieves the best reduction
for the BD excerpt.

Table 3. Comparison of peak reduction capability (in decibels)
of four methods on five test signals that have been used in

earlier studies [4, 8]. The best reduction for each instrument is
shown in bold. BD = bass drum.

Method BD Snare HiHat Piano Mallet

Parker [4] 0.5 2.3 1.4 1.3 1.2
Belloch [8] 2.6 3.2 2.5 2.3 2.7
Linear Chirp 0.2 2.0 1.3 0.5 1.4
Phase Rotator 3.5 2.7 1.3 1.6 1.3

Fig. 12. Peak reduction histogram for the whitened chirp and
extended phase rotator methods over the selected database. Values
have been rounded to the nearest half-integer.

The whitened chirp method slightly surpasses the phase
rotator and Parker–Välimäki methods for the mallet per-
cussion excerpt. It is comparable for the hi-hat cymbal, but
it is inferior for the snare drum and fails to achieve a useful
reduction for both the BD excerpt and piano sound (see Ta-
ble 3). All sounds are accessible on the companion website
for this paper [26].

3.2 Dataset of Over 100 Sounds
Peak reduction performance for the linear chirp and

phase rotator was further tested on a database of 105 dif-
ferent transient samples comprising drums, knocks, speech
excerpts, shots, and other impulsive sounds that were com-
piled for this project. The database also contains pre-
compressed audio and sounds presenting a small crest fac-
tor, which are typically hard to reduce.

The results of the evaluation using this dataset are sum-
marized in Fig. 12. The extended phase rotator achieves
at least 1 dB of reduction for 43% of the samples and at
least 3 dB for more than 10% of them. A 3-dB reduction
corresponds to a 50% reduction in signal power.

The performance of the whitened chirp is modest. Al-
though the method provides a reduction of 2 dB or more in
some cases, it achieves at least 1-dB reduction only for a
third of the samples under test, as can be seen in Fig. 12.

3.3 Implementation Complexity
A comparison of the implementation complexity for the

aforementioned methods is reported in Table 4. Parker’s
method is quite efficient because it only requires filtering
the input signal 100 times with three cascaded all-pass fil-
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Table 4. Comparison of implementation complexity of peak
reduction methods. OPS (operations) refers to the number of

multiplications and additions.

Method OPS/sample Search space Usage

Parker [4] 12 Limited to 100 Real-time
Belloch [8] 12 >107 Offline
Linear Chirp <379 74 Real-time
Phase Rotator 32 200 Real-time

ters [4]. This can be realized in real time. However the 100
parameter options sample its multidimensional parameter
space very sparsely, which leads to unsatisfying results.
Belloch’s method [8] is otherwise the same but samples the
parameters space more densely, leading to tens of millions
of options. This is clearly impractical, so this approach is
suited to offline processing only.

The linear chirp method is implemented with an FIR
filter having 190 or less coefficients, which leads to a maxi-
mum of 379 operations per sample (the discrete convolution
requires one less addition than multiplication). This corre-
sponds to about 30 times more operations per sample than
the three cascaded Schroeder all-pass filters used in the
Parker and Belloch methods. However its search space is
limited to 74 options, which samples the chirp length quite
densely. Thus the chirp method is computationally only
slightly more intensive than Parker’s method, but is still
suitable for real-time processing.

The extended phase rotator method requires 32 opera-
tions per sample (four multiplications and four additions
for each of its four all-pass filters). Its search space con-
tains 200 options and is thus a little more efficient than
the chirp method and much more efficient than Belloch’s
method. The extended phase rotator is sufficiently efficient
for real-time use.

In practice, all four methods would process the input
signal in segments containing a single transient or another
local waveform peak. The signal filtered with the param-
eters leading to the best reduction would be selected as
the output signal. Processing this linearly flattened signal
still with a DRC would be natural, since limiting the signal
waveform as much as desired is possible. As indicated in
previous studies, the linear peak reduction used prior to a
DRC can reduce harmonic distortion [1, 4].

4 CONCLUSION

Two old peak reduction techniques, which have been lost
for years and have remained underdeveloped, were studied.
This paper first expanded the linear chirp method, origi-
nally proposed by Lynch for speech processing in 1988, to
wideband audio and reduced its spectral ripple. A formal
listening test was conducted, and, based on the results, the
chirp length was limited to a maximum of 4 ms to ensure
good audio quality. This is much shorter than what Lynch
originally proposed. The phase rotator method mentioned
by Orban and Foti in their 2001 paper was also extended
by investigating its useful parameter space.

The two methods were compared with other known meth-
ods. The linear chirp has the smallest search space of all
methods because only the chirp length (0.4–4 ms) and di-
rection (up or downward) are varied. However its perfor-
mance is modest compared with the other methods. Its
implementation as a long FIR filter requires more process-
ing power than the other, all-pass filter–based methods.
However related sweep methods are very popular in mea-
surements [20], and the ultra-short chirps with a flat spec-
trum, as described in this work, can find applications in
the time-varying system identification, where getting quick
snapshots of the system behavior in short time intervals is
important [22]. Approximating the linear chirp using all-
pass filters would be possible without magnitude-response
artifacts and with a potential computational advantage [27,
10].

The comparison revealed that the thus-far little-known
phase rotator is a surprisingly simple and useful method. It
can achieve, in special cases, a better peak-reduction per-
formance than the massive search technique proposed by
Belloch et al. [8], which has a search space several mag-
nitudes bigger. Among all tested cases, the phase rotator
was never more than 1.4 dB behind Belloch’s method. The
phase rotator has the potential to become a widely used
peak reduction technique in mobile devices having small
loudspeakers.

Both peak reduction techniques discussed in this paper
can be applied alone or in combination with a nonlinear
compressor to reduce the peak value of the waveform. This
can lead to increased loudness, when the waveform is scaled
up using make-up gain. The peak reduction methods can
be useful in mobile audio devices having a limited output
power. Future work includes developing a more sophisti-
cated parameter estimation technique to further optimize
the phase rotator technique and studying the psychoacous-
tics of the phase-based peak reduction by itself and in com-
bination with a conventional DRC.
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V. Välimäki, “Dynamic Range Reduction of Audio Signals
Using Multiple Allpass Filters on a GPU Accelerator,” in
Proceedings of the 22nd European Signal Processing Con-
ference (EUSIPCO), pp. 890–894 (Lisbon, Portugal) (2014
Sep.).
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