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ABSTRACT

We study matrix multiplication in the low-bandwidth model: There are \( n \) computers, and we need to compute the product of two \( n \times n \) matrices. Initially computer \( i \) knows row \( i \) of each input matrix. In one communication round each computer can send and receive one \( O(\log n) \)-bit message. Eventually computer \( i \) has to output row \( i \) of the product matrix.

We seek to understand the complexity of this problem in the uniformly sparse case: each row and column of each input matrix has at most \( d \) non-zeros and in the product matrix we only need to know the values of at most \( d \) elements in each row or column. This is exactly the setting that we have, e.g., when we apply matrix multiplication for triangle detection in graphs of maximum degree \( d \). We focus on the supported setting: the structure of the matrices is known in advance; only the numerical values of nonzero elements are unknown.

There is a trivial algorithm that solves the problem in \( O(d^2) \) rounds, but for a large \( d \), better algorithms are known to exist; in the moderately dense regime the problem can be solved in \( O(dn^{4/3}) \) communication rounds, and for very large \( d \), the dominant solution is the fast matrix multiplication algorithm using \( O(n^{1.158}) \) communication rounds (for matrix multiplication over fields and rings supporting fast matrix multiplication).

In this work we show that it is possible to overcome quadratic barrier for all values of \( d \): we present an algorithm that solves the problem in \( O(d^{1.907}) \) rounds for fields and rings supporting fast matrix multiplication and \( O(d^{1.927}) \) rounds for semirings, independent of \( n \).
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1 INTRODUCTION

We study the task of multiplying very large but sparse matrices in distributed and parallel settings: there are \( n \) computers, each computer knows one row of each input matrix, and each computer needs to output one row of the product matrix. There are numerous efficient matrix multiplication algorithms for dense and moderately sparse matrices, e.g. [4, 6, 7, 15]—however, these works focus on a high-bandwidth setting, where the problem becomes trivial for very sparse matrices. We instead take a more fine-grained approach and consider uniformly sparse matrices in a low-bandwidth setting. In this regime, the state-of-the-art algorithm for very sparse matrices is a trivial algorithm that takes \( O(d^2) \) communication rounds; here \( d \) is a density parameter we will shortly introduce. In this work we present the first algorithm that breaks the quadratic barrier, achieving a running time of \( O(d^{1.907}) \) rounds. We will now introduce the sparse matrix multiplication problem in detail in Section 1.1, and then describe the model of computing we will study in this work in Section 1.2.

1.1 Setting: uniformly sparse square matrices

In general, the complexity of matrix multiplication depends on the sizes and shapes of the matrices, as well as the density of each matrix and the density of the product matrix; moreover, density can refer to e.g. the average or maximum number of non-zero elements per row and column. In order to focus on the key challenge—overcoming the quadratic barrier—we will introduce here a very simple version of the sparse matrix multiplication problem, with only two parameters: \( n \) and \( d \).

We are given three \( n \times n \) matrices, \( A, B, \) and \( \hat{X} \). Each matrix is uniformly sparse in the following sense: there are at most \( d \) non-zero elements in each row, and at most \( d \) non-zero elements in each column. Here \( A \) and \( B \) are our input matrices, and \( \hat{X} \) is an indicator matrix...
matrix. Our task is to compute the matrix product

\[ X = AB, \]

but we only need to report those elements of \( X \) that correspond to non-zero elements of \( X \). That is, we need to output

\[ X_{ik} = \sum_j A_{ij}B_{jk} \text{ for each } i,k \text{ with } X_{ik} \neq 0. \]

Note that the product \( X \) itself does not need to be sparse (indeed, there might be up to \( \Theta(d^2) \) non-zero elements per row and column); it is enough that the set of elements we care about is sparse.

We will study here both matrix multiplication over rings and matrix multiplication over semirings.

**Application: triangle detection and counting.** While the problem setting is rather restrictive, it captures precisely e.g. the widely-studied task of triangle detection and counting in bounded-degree graphs (see e.g. [5, 8–10, 12, 14, 17] for prior work related to triangle detection in distributed settings). Assume \( G \) is a graph with \( n \) nodes, of maximum degree \( d \) represented as an adjacency matrix; note that this matrix is uniformly sparse. We can set \( A = B = \hat{X} = G \), and compute \( X = AB \) in the uniformly sparse setting. Now consider an edge \((i, k)\) in \( G \); by definition we have \( \hat{X}_{ik} \neq 0 \), and hence we have computed the value of \( X_{ik} \). We will have \( X_{ik} \neq 0 \) if and only if there exists a triangle of the form \((i, j, k)\) in graph \( G \); moreover, \( \hat{X}_ik \) will indicate the number of such triangles, and given \( \hat{X} \) and \( X \), we can easily also calculate the total number of triangles in the graph (keeping in mind that each triangle gets counted exactly 6 times).

### 1.2 Supported low-bandwidth model

**Low-bandwidth model.** We seek to solve the uniformly sparse matrix multiplication problem using \( n \) parallel computers, in a message-passing setting. Each computer has got its own local memory, and initially computer number \( i \) knows row \( i \) of each input matrix. Computation proceeds in synchronous communication rounds, and in each round each computer can send one \( O(\log n) \)-bit message to another computer and receive one such message from another computer (we will assume that the elements of the ring or semiring over which we do matrix multiplication can be encoded in such messages). Eventually, computer number \( i \) will have to know row \( i \) of the product matrix (or more precisely, those elements of the row that we care about, as indicated by row \( i \) of matrix \( \hat{X} \)). We say that an algorithm runs in time \( T \) if it stops after \( T \) communication rounds (note that we do not restrict local computation here; the focus is on communication, which tends to be the main bottleneck in large-scale computer systems).

Recent literature has often referred to this model as the **node-capacitated clique** [2] or **node-congested clique**. It is also a special case of the classical bulk synchronous parallel model [19], with local computation considered free. In this work we will simply call this model the **low-bandwidth model**, to highlight the key difference with e.g. the **congested clique** model [16] which, in essence, is the same model with \( n \) times more bandwidth per node per round.

**Supported version.** To focus on the key issue here—the quadratic barrier—we will study the **supported** version of the low-bandwidth model: we assume that the structure of the input matrices is known in advance. More precisely, we know in advance uniformly sparse indicator matrices \( \hat{A}, \hat{B}, \) and \( \hat{X} \), where \( A_{ij} = 0 \) implies that \( \hat{A}_{ij} = 0, \hat{B}_{jk} = 0 \) implies that \( \hat{B}_{ijk} = 0, \) and \( \hat{X}_{ik} = 0 \) implies that we do not need to calculate \( X_{ik} \). However, the values of \( A_{ij} \) and \( B_{jk} \) are only revealed at run time.

In the triangle counting application, the supported model corresponds to the following setting: We have got a fixed, globally known graph \( G \), with degree at most \( d \). Edges of \( G \) are colored either red or blue, and we need to count the number of triangles formed by red edges; however, the information on the colors of the edges is only available at the run time. Here we can set \( \hat{A} = \hat{B} = \hat{X} = G \), and then the input matrix \( A = B \) will indicate which edges are red.

We note that, while the supported version is a priori a significant strengthening of the low-bandwidth model, it is known that e.g. the supported version of the CONGEST model is not significantly stronger than baseline CONGEST, and almost all communication complexity lower bounds for CONGEST are also known to apply for supported CONGEST [11].

### 1.3 Contributions and prior work

The high-level question we set to investigate here is as follows: what is the round complexity of uniformly sparse matrix multiplication in the supported low-bandwidth model, as a function of parameters \( n \) and \( d \)? Figure 1 gives an overview of what was known by prior work and what is our contribution; the complexity of the problem lies in the shaded region.

The complexity has to be at least \( O(d) \) rounds, by a simple information-theoretic argument (in essence, all \( d \) units of information held by a node have to be transmitted to someone else); this gives the lower bound marked with (a) in Fig. 1. Above \( O(d) \) the problem definition is also robust to minor variations (e.g., it does not matter whether element \( A_{ij} \) is initially held by node \( i \), node \( j \), or both, as in \( O(d) \) additional rounds we can transpose a sparse matrix).

The complexity of dense matrix multiplication over rings in the low-bandwidth model is closely connected to the complexity of matrix multiplication with centralized sequential algorithms: if there is a centralized sequential algorithm that solve matrix multiplication with \( O(n^{\omega}) \) element-wise multiplications, there is also an algorithm for the congested clique model that runs in \( O(n^{1-\omega/2}) \) rounds [6], and this can be simulated in the low-bandwidth model in \( O(n^{3/2-\omega/2}) \) rounds. For fields and at least certain rings such as integers, we can plug in the latest bound for matrix multiplication exponent \( \omega < 2.3728596 \) [1] to arrive at the round complexity of \( O(n^{1.158}) \), illustrated with line (b) in the figure. For semirings the analogous result is \( O(n^{4/3}) \) rounds.

For sparse matrices we can do better by using the algorithm from [4]. This algorithm is applicable for both rings and semirings, and in our model the complexity is \( O(dn^{1/3}) \) rounds; this is illustrated with line (c). However, for small values of \( d \) we can do much better even with a trivial algorithm where node \( j \) sends element \( B_{ijk} \) to every node \( i \) with \( A_{ij} \neq 0 \); then node \( i \) can compute \( X_{ik} \) for all \( k \). Here each node sends and receives \( O(d^2) \) values, and this takes \( O(d^2) \) rounds (see Lemma 5.2 for the details). We arrive at the upper bound shown in line (c).
In summary, the problem can be solved in $O(d^2)$ rounds, independent of $n$. However, when $d$ increases, we have got better upper bounds, and for $d = n$ we eventually arrive at $O(n^{1.158})$ or $O(n^{4/3})$ instead of the trivial bound $O(n^2)$.

Now the key question is if we can break the quadratic barrier $O(d^2)$ for all values of $d$. For example, could one achieve a bound like $O(d^{1.5})$? Or, is there any hope of achieving a bound like $O(d^{1.158})$ or $O(d^{4/3})$ rounds for all values of $d$?

We prove that the quadratic barrier can be indeed broken; our new upper bound is shown with line (d) in Fig. 1:

**Theorem 1.1.** There is an algorithm that solves uniformly sparse matrix multiplication over fields and rings supporting fast matrix multiplication in $O(d^{1.907})$ rounds in the supported low-bandwidth model.

It should be noted that the value of the matrix multiplication exponent $\omega$ can depend on the ground field or ring we are operating over. The current best bound $\omega < 2.3728596$ [1] holds over any field and at least certain rings such as integers, and Theorem 1.1 should be understood as tacitly referring to rings for which this holds. More generally, for example Strassen’s algorithm [18] giving $\omega < 2.8074$ can be used over any ring, yielding a running time of $O(d^{1.923})$ rounds using techniques of Theorem 1.1. We refer interested readers to [4] for details of translating matrix multiplication exponent bounds to congested clique algorithms, and to [3] for more technical discussion on matrix multiplication exponent in general.

We can also break the quadratic barrier for arbitrary semirings, albeit with a slightly worse exponent:

**Theorem 1.2.** There is an algorithm that solves uniformly sparse matrix multiplication over semirings in $O(d^{1.927})$ rounds in the supported low-bandwidth model.

We see our work primarily as a proof of concept for breaking the barrier; there is nothing particularly magic about the specific exponent 1.907, other than that it demonstrates that values substantially smaller than 2 can be achieved—there is certainly room for improvement in future work, and one can verify that even with $\omega = 2$ we do not get $O(d)$ round complexity. Also, we expect that the techniques that we present here are applicable also beyond the specific case of supported low-bandwidth model and uniformly sparse matrices.

### 1.4 Open questions

For future work, there are four main open question:

1. What is the smallest $\alpha$ such that uniformly sparse matrix multiplication can be solved in $O(d^\alpha)$ rounds in the supported low-bandwidth model?
2. Can we eliminate the assumption that there is a support (i.e., the structure of the matrices is known)?
3. Can we use fast uniformly sparse matrix multiplication to obtain improvements for the general sparse case, e.g. by emulating the Yuster–Zwick algorithm [20]?
(4) Can the techniques that we introduce here be applied also in the context of the CONGEST model (cf. [8, 9, 12, 14])?

2 PROOF OVERVIEW AND KEY IDEAS

Even though the task at hand is about linear algebra, it turns out that it is helpful to structure the algorithm around graph-theoretic concepts.

2.1 Nodes, triangles, and graphs

In what follows, it will be convenient to view our input and our set of computers as having a tripartite structure. Let \( I, J, \) and \( K \) be disjoint sets of size \( n \); we will use these sets to index the matrices \( A, B, \) and \( X \) so that the elements are \( A_{ij}, B_{jk}, \) and \( X_{ik} \) for \( i \in I, j \in J, \) and \( k \in K. \) Likewise, we use the sets \( I, J, \) and \( K \) to index the indicator matrices \( \hat{A}, \hat{B}, \) and \( \hat{X} \) given to the computers in advance. We will collectively refer to \( V = I \cup J \cup K \) as the set of nodes. We emphasize that we have got \( |V| = 3n \), so let us be careful not to confuse \( |V| \) and \( n. \)

Concretely, we interpret this so that we are computing an \( n \times n \) matrix product using \( 3n \) computers—each node \( v \in V \) is a computer, such that node \( i \in I \) initially knows \( A_{ij} \) for all \( j, \) node \( j \in J \) initially knows \( B_{jk} \) for all \( k, \) and node \( i \in I \) needs to compute \( X_{ik} \) for all \( k. \) In our model of computing we had only \( n \) computers, but we can transform our problem instance into the tripartite formalism by having one physical computer to simulate 3 virtual computers in a straightforward manner. This simulation only incurs constant-factor overhead in running times, so we will henceforth assume this setting as given.

Now we are ready to introduce the key concept we will use throughout this work:

**Definition 2.1.** Let \( i \in I, j \in J, \) and \( k \in K. \) We say that \( \{i, j, k\} \) is a triangle if \( A_{ij}, B_{jk}, \) and \( X_{ik} \) are non-zero. We write \( \mathcal{T} \) for the set of all triangles.

In other words, a triangle \( \{i, j, k\} \) corresponds to a possibly non-zero matrix multiplication product \( A_{ij}B_{jk}X_{ik} \) included in an output matrix \( X_{ik}. \) We need to compute.

Let \( \mathcal{T} \subseteq \mathcal{T} \) be a set of triangles. We write \( G(\mathcal{T}) \) for the graph \( G(\mathcal{T}) = (V, E) \), where \( E \) consists of all edges \( \{u, v\} \) such that \( \{u, v\} \subseteq \mathcal{T} \) for some triangle \( T \in \mathcal{T}. \) As the matrices are uniformly sparse, we have the following simple observations:

**Observation 2.2.** Each node \( i \in I \) in \( G(\mathcal{T}) \) is adjacent to at most \( d \) nodes of \( J \) and at most \( d \) nodes of \( K. \) A similar observation holds for the nodes of \( J \) and \( K. \) In particular, the maximum degree of \( G(\mathcal{T}) \) is at most \( 2d, \) and hence the maximum degree of \( G(\mathcal{T}) \) for any \( T \) is also at most \( 2d. \)

**Observation 2.3.** Each node \( i \in I \) can belong to at most \( d^2 \) triangles, and hence the total number of triangles in \( \mathcal{T} \) is at most \( d^2 n. \)

**Observation 2.4.** There are at most \( dn \) edges between \( J \) and \( K \) in graph \( G(\mathcal{T}). \)

Note that \( \mathcal{T} \) only depends on \( \hat{A}, \hat{B}, \) and \( \hat{X}. \) which are known in the supported model, and it is independent of the values of \( A \) and \( B. \)

2.2 Processing triangles

We initialize \( X_{ik} \leftarrow 0; \) this is a variable held by the computer responsible for node \( i \in I. \) We say that we have **processed** a set of triangles \( \mathcal{T} \subseteq \mathcal{T} \) if the current value of \( X_{ik} \) equals the sum of products \( A_{ij}B_{jk} \) over all \( j \) such that \( \{i, j, k\} \in \mathcal{T}. \)

By definition, we have solved the problem if we have processed all triangles in \( \mathcal{T}. \) Hence all that we need to do is to show that all triangles can be processed in \( O(d^{1.997}) \) rounds.

2.3 Clustering triangles

The following definitions are central in our work; see Fig. 2 for an illustration:

**Definition 2.5.** A set of nodes \( U \subseteq V \) is a **cluster** if it consists of \( d \) nodes from \( I, \) \( d \) nodes from \( J, \) and \( d \) nodes from \( K. \)

If \( \mathcal{T} \subseteq \mathcal{T} \) is a set of triangles and \( U \) is a cluster, we write \( \mathcal{T}[U] = \{T \in \mathcal{T} : T \subseteq U\} \) for the set of triangles contained in \( U. \)

**Definition 2.6.** A collection of triangles \( \mathcal{P} \subseteq \mathcal{T} \) is **clustered** if there are disjoint clusters \( U_1, \ldots, U_k \subseteq V \) such that \( \mathcal{P} = \mathcal{P}[U_1] \cup \cdots \cup \mathcal{P}[U_k]. \)

That is, \( \mathcal{P} \) is clustered if the triangles of \( \mathcal{P} \) can be partitioned into small node-disjoint tripartite structures. The key observation is this:

**Lemma 2.7.** For matrix multiplication over rings, if \( \mathcal{P} \subseteq \mathcal{T} \) is clustered, then all triangles in \( \mathcal{P} \) can be processed in \( O(d^{1.158}) \) rounds.

**Proof.** Let \( U_1, \ldots, U_k \subseteq V \) denote the clusters (as in Definition 2.6). The task of processing \( \mathcal{P}[U_i] \) using the computers of \( U_i \) is equivalent to a dense matrix multiplication problem in a network with \( 3d \) nodes. Hence each subset of nodes \( U_i \) can run the dense matrix multiplication algorithm from [6] in parallel, processing all triangles of \( \mathcal{P} \) in \( O(d^{1.158}) \) rounds.

By applying the dense matrix multiplication algorithm for semiring from [6], we also get:
Component $\hat{T}$ is large but clustered. To construct $\hat{T}$, we start with $T^1 = \hat{T}$. Then we repeatedly choose a clustered subset $P^i \subseteq T^i$, and let $T^{i+1} = T^i \setminus P^i$. Eventually, after some $L$ steps, $T^{L+1}$ will be sufficiently small, and we can stop.

As each set $P^i$ is clustered, by Lemma 2.7 we can process each of them in $O(d^{1.158})$ rounds, and hence the overall running time will be $O(Ld^{1.158})$. We choose a small enough $L$ so that the total running time is bounded by $O(d^{1.907})$, as needed. This way we have processed $\hat{T} = P^1 \cup \cdots \cup P^L$. We will leave the remainder $T^{L+1} = T^{L+1}$ for the second phase.

For all of this to make sense, the sets $P^i$ must be sufficiently large so that we make rapid progress towards a small remainder $T^{L+1}$. Therefore the key nontrivial part of our proof is a graph-theoretic result that shows that if $T$ is sufficiently large, we can always find a large clustered subset $P \subseteq T$. To prove this, we first show that if $T$ is sufficiently large, we can find a cluster $U_1$ that contains many triangles. Then we discard $U_1$ and all triangles touching it, and repeat the process until $T$ becomes small enough; this way we have iteratively discovered a large clustered subset $P = P[U_1] \cup \cdots \cup P[U_k] \subseteq T$, together with disjoint clusters $U_1 \cup \cdots \cup U_k \subseteq V$. For the details of this analysis we refer to Section 4.

Component $T^{L+1}$ is small. Now we are left with only a relatively small collection of triangles $T^{L+1}$; we chose the parameters so that the total number of triangles in $T^{L+1} = O(d^{1.814}n)$. We would like to now process all of $T^{L+1}$ in $O(d^{1.907})$ rounds.

The key challenge here is that the structure of $T^{L+1}$ can be awkward: even though the average number of triangles per node is low, there might be some nodes that are incident to a large number of triangles. We call nodes that touch too many triangles bad nodes, and triangles that touch bad nodes are bad triangles.

We first show how we can process all good triangles. This is easy: we can, in essence, make use of the trivial brute-force algorithm. Then we will focus on the bad triangles. The key observation is that there are only a few bad nodes. If we first imagined that each bad node tried to process its own share of bad triangles, a vast majority of the nodes in the network would be idle. Hence each bad node is able to recruit a large number of helper nodes, and with their assistance we can process also all bad triangles sufficiently fast. We refer to Section 5 for the details.

3 FINDING ONE CLUSTER

Now we will introduce the key technical tool that we will use to construct a decomposition $\hat{T} = T^1 \cup T^2$, where $T^1$ is clustered and $T^2$ is small. In this section we will show that given any sufficiently large collection of triangles $T \subseteq \hat{T}$, we can always find one cluster $U \subseteq V$ that contains many triangles (recall Definition 2.5). The idea is that we will then later apply this lemma iteratively to construct the clustered sets $P^1 \cup \cdots \cup P^L = \hat{T}$.

**Lemma 3.1.** Assume that $n \geq d$ and $\varepsilon \geq 0$. Let $T \subseteq \hat{T}$ be a collection of triangles with $|T| \geq d^{2-\varepsilon} n$.
Then there exists a cluster $U \subseteq V$ with 
$$|T| \geq 1 \frac{d}{d^3-4r}. \quad (1)$$

Before we prove this lemma, it may be helpful to first build some intuition on this claim. When $r = 0$, the assumption is that there are $d^2$ triangles in $T$. Recall that this is also the largest possible number of triangles (Observation 2.3). One way to construct a collection with that many triangles is to split the $3n$ nodes in $V$ into $n/d$ clusters, with $3d$ nodes in each, and then inside each cluster we can have $d^2$ triangles. But in this construction we can trivially find a cluster $V \subseteq V$ with $|T[U]| = d^3$; indeed, the entire collection of triangles is clustered.

Now one could ask if there is some clever way to construct a large collection of triangles that cannot be clustered. What Lemma 3.1 shows is that the answer is no: as soon as you somehow put $d^2$ triangles into collection $T$ (while respecting the assumption that the triangles are defined by some uniformly sparse matrices, and hence $G(T)$ is of degree at most $d$) you cannot avoid creating at least one cluster that contains $\Omega(d^3)$ triangles. And a similar claim then holds also for slightly lower numbers of triangles, e.g. if the total number of triangles is $d^{3+\epsilon} n$, we show that you can still find a cluster with $\Omega(d^3)\epsilon$ triangles.

Let us now prove the lemma. Our proof is constructive; it will also give a procedure for finding such a cluster.

**Proof of Lemma 3.1.** Consider the tripartite graph $G(T)$ defined by collection $T$. Let $(j, k)$ be an edge with $j \in J$ and $k \in K$. We call edge $(j, k)$ heavy if there are at least $1/2 d^{1-r}$ triangles with $(j, k) \subseteq T$. We call a triangle heavy if its $J$-$K$ edge is heavy.

By Observation 2.4 there can be at most $dn$ non-heavy $J$-$K$-edges, and by definition each of them can contribute to at most $1/2 d^{1-r}$ triangles. Hence the number of non-heavy triangles is at most $1/2 d^{2-r} \cdot n$, and therefore the number of heavy triangles is at least $1/2 d^{2-r} \cdot n$.

Let $T_0 \subseteq T$ be the set of heavy triangles. For the remainder of the proof, we will study the properties of this subset and the tripartite graph $G(T_0)$ defined by it. So from now on, all triangles are heavy, and all edges refer to the edges of $G(T_0)$.

First, we pick a node $x \in I$ that touches at least $1/2 d^{2-r}$ triangles; such a node has to exist as on average each node touches at least $1/2 d^{2-r}$ triangles. Let $I_0$ be the set of $J$-corners and $K_0$ be the set of $K$-corners of these triangles. By Observation 2.2, we have $|I_0| \leq d$ and $|K_0| \leq d$. We label all nodes $i \in I$ by the following values:

- $t(i)$ is the number of triangles of the form $i$-$J_0$-$K_0$,
- $y(i)$ is the number of $i$-$J_0$ edges,
- $z(i)$ is the number of $i$-$K_0$ edges,
- $e(i) = y(i) + z(i)$ is the total number of edges from $i$ to $J_0 \cup K_0$.

By the choice of $x$, we have got at least $1/2 d^{2-r}$ triangles of the form $x$-$J_0$-$K_0$. Therefore there are also at least $1/2 d^{2-r}$ edges of the form $J_0$-$K_0$, and all of these are heavy, so each of them is contained in at least $1/2 d^{1-r}$ triangles. We have

$$\sum_{i \in I} t(i) \geq 1/2 d^{2-r} \cdot 1/2 d^{1-r} \geq 1/4 d^{3-2r}. \quad (2)$$

Since $J_0$ and $K_0$ have at most $d$ nodes each, of degree at most $d$, there are at most $d^2$ edges of the form $I$-$J_0$, and at most $d^2$ edges of the form $I$-$K_0$. Therefore

$$\sum_{i \in I} y(i) \leq d^2, \quad \sum_{i \in I} z(i) \leq d^2, \quad \sum_{i \in I} e(i) \leq 2d^2. \quad (3)$$

For each triangle of the form $I$-$J_0$-$K_0$ there has to be an edge $i$-$J_0$ and an edge $i$-$K_0$, and hence for each $i \in I$ we have got

$$t(i) \leq \frac{y(i) z(i)}{2} \leq \frac{e(i)^2}{4}. \quad (4)$$

Let $I_0 \subseteq I$ consists of the $d$ nodes with the largest $t(i)$ values (breaking ties arbitrarily), and let $I_1 = I \setminus I_0$. Define

$$t_0 = \min_{i \in I_0} t(i), \quad t_1 = \sum_{i \in I_1} t(i), \quad t_2 = \min_{i \in I_1} t(i).$$

First assume that

$$T_0 < \frac{1}{24} d^{3-4r}. \quad (5)$$

Then

$$t_0 \leq \frac{T_0}{d} < \frac{1}{24} d^{3-4r}. \quad (6)$$

By definition, $t(i) \leq t_0$ for all $i \in I_1$. By (3) we have got

$$t(i) \leq \frac{\sqrt{t_0}}{2} e(i) \leq \frac{\sqrt{t_0}}{2} \cdot e(i) \quad (7)$$

for all $i \in I_1$. But from (2) we have

$$\sum_{i \in I_1} e(i) \leq 2d^2. \quad (8)$$

By putting together (5), (6), and (7), we get

$$T_1 = \sum_{i \in I_1} t(i) \leq \sum_{i \in I_1} \frac{\sqrt{t_0}}{2} e(i) \leq \sqrt{t_0} d^2 < \frac{1}{\sqrt{24}} d^{3-2r}. \quad (9)$$

But we also have from (4) that

$$T_0 < \frac{1}{24} d^{3-4r} \leq \frac{1}{24} d^{3-2r}, \quad (10)$$

and therefore we get

$$\sum_{i \in I} t(i) = T_0 + T_1 < \left( \frac{1}{24} + \frac{1}{\sqrt{24}} \right) d^{3-2r} < \frac{1}{4} d^{3-2r}, \quad (11)$$

but this contradicts (1).

Therefore we must have

$$T_0 \geq \frac{1}{24} d^{3-4r}. \quad (12)$$

Recall that there are exactly $T_0$ triangles of the form $I_0$-$J_0$-$K_0$, set $I_0$ contains by construction exactly $d$ nodes, and $J_0$ and $K_0$ contain at most $d$ nodes. Since we had $n \geq d$, we can now add arbitrarily nodes from $J$ to $J_0$ and nodes from $K$ to $K_0$ so that each of them has size exactly $d$. Then $U = I_0 \cup J_0 \cup K_0$ is a cluster with

$$|T[U]| \geq |T_0[U]| \geq T_0 \geq \frac{1}{24} d^{3-4r}. \quad \square$$

4 FINDING MANY DISJOINT CLUSTERS

In Section 3 we established our key technical tool. We are now ready to start to follow the high-level plan explained in Section 2.4 and Fig. 3. Recall that the plan is to partition $T$ in two parts, $T_I$ and $T_U$, where $T_U$ has got a nice clustered structure and the remaining part $T_I$ is small. In this section we will show how to construct and process $T_I$. In Section 5 we will then see how to process the remaining part $T_U$. \vspace{1cm}
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4.1 1 FINDING MANY DISJOINT CLUSTERS
4.1 One clustered set

With the following lemma we can find one large clustered subset $P \subseteq T$ for any sufficiently large collection of triangles $T$. In Fig. 3, this corresponds to the construction of, say, $P^1$.

**Lemma 4.1.** Let $e_2 \geq 0$ and $\delta > 0$, and assume that $d$ is sufficiently large. Let $T \subseteq \hat{T}$ be a collection of triangles with

$$|T| \geq d^{2-e_2} n.$$

Then $T$ can be partitioned into disjoint sets

$$T = P \cup T',$$

where $P$ is clustered and

$$|P| \geq \frac{1}{144} d^{2-5e_2-4\delta} n.$$

**Proof.** We construct $P$ and $T'$ iteratively as follows. Start with the original collection $T$. Then we repeat the following steps until there are fewer than $d^{2-e_2-\delta} n$ triangles left in $T$:

1. Apply Lemma 3.1 to $T$ with $\epsilon = e_2 + \delta$ to find a cluster $U$.
2. For each triangle $T \in T \cup U$, add $T$ to $P$ and remove it from $T$.
3. For each triangle $T \in T$ with $T \cap U \neq \emptyset$, add $T$ to $T'$ and remove it from $T$.

Finally, for each triangle $T \in T$ that still remains, we add $T$ to $T'$ and remove it from $T$.

By Lemma 3.1, we have $d^{2-e_2-\delta} n$ triangles left in $T$. The size of $P$ is clustered, with minor additional post-processing.

4.2 Many clusterings

Next we will apply Lemma 4.1 repeatedly to construct all clustered sets $P^1, \ldots, P^L$ shown in Fig. 3.

**Lemma 4.2.** Let $0 \leq e_1 < e_2$ and $\delta > 0$, and assume that $d$ is sufficiently large. Let $T \subseteq \hat{T}$ be a collection of triangles with

$$|T| \leq d^{2-e_1} n.$$ 

Then $T$ can be partitioned into disjoint sets

$$T = P^1 \cup \ldots \cup P^L \cup T',$$

where each $P^i$ is clustered, the number of layers is

$$L \leq 144 d^{5e_2-e_1+4\delta},$$

and the number of triangles in the residual part $T'$ is

$$|T'| \leq d^{2-e_1} n.$$ 

**Proof.** Let $T^1 = T$. If

$$|T^1| \leq d^{2-e_2} n,$$

we can stop and set $L = 1$ and $T^i = T^i$. Otherwise we can apply Lemma 4.1 to partition $T^i$ into the clustered part $P^i$ and the residual part $T^{i+1}$.

By Lemma 4.1, the number of triangles in each set $P^i$ is at least

$$|P^i| \geq \frac{1}{144} d^{2-5e_2-4\delta} n,$$

while the total number of triangles was by assumption

$$|T| \leq d^{2-e_1} n.$$ 

Hence we will run out of triangles after at most

$$L = \frac{d^{2-e_1} n}{\frac{1}{144} d^{2-5e_2-4\delta} n} = 144 d^{5e_2-e_1+4\delta}$$

iterations. □

4.3 Simplified version

If we are only interested in breaking the quadratic barrier, we have now got all the ingredients we need to split $\hat{T}$ into a clustered part $T_I$ and a small part $T_{II}$ such that both $T_I$ and $T_{II}$ can be processed fast.

**Lemma 4.3.** For matrix multiplication over rings, it is possible to partition $\hat{T}$ into $T_I \cup T_{II}$ such that

1. $T_I$ can be processed in $O(d^{1.858})$ rounds in the supported low-bandwidth model, and
2. $T_{II}$ contains at most $d^{1.9} n$ triangles.

**Proof.** We will solve the case of a small $d$ by brute force; hence let us assume that $d$ is sufficiently large. We apply Lemma 4.2 to $T = \hat{T}$ with $e_1 = 0, e_2 = 0.1$, and $\delta = 0.05$. We will set $T_I = P^1 \cup \ldots \cup P^L$ and $T_{II} = T'$. The size of $T_{II}$ is bounded by $d^{1.9} n$. The number of layers is $L = O(d^{0.7})$.

We can now apply Lemma 2.7 for $L$ times to process $P^1, \ldots, P^L$; each step takes $O(d^{1.158})$ rounds and the total running time will be therefore $O(d^{1.858})$ rounds. □

We will later in Section 5 see how one could then process $T_{II}$ in $O(d^{1.95})$ rounds, for a total running time of $O(d^{1.95})$ rounds. However, we can do slightly better, as we will see next.
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In the same way as in the proof of Lemma 4.3. Then we are left with to partition \( T \) and use the parameters from Table 2, we get a similar result for cable for matrix multiplication over rings. If we plug in Lemma 2.8 in Table 1, 

\[
\begin{array}{cccc}
\text{Iteration} & \varepsilon_1 & \varepsilon_2 & \delta & T_c \\
1 & 0 & 0.149775 & 0.00001 & O(d^{1.906016}) \\
2 & 0.149775 & 0.179736 & 0.00001 & O(d^{1.906044}) \\
3 & 0.179736 & 0.185724 & 0.00001 & O(d^{1.906024}) \\
4 & 0.185724 & 0.186926 & 0.00001 & O(d^{1.906044}) \\
5 & 0.186926 & 0.187166 & 0.00001 & O(d^{1.906044})
\end{array}
\]

4.4 Final algorithm for rings

We can improve the parameters of Lemma 4.3 a bit, and obtain the following result. Here we have chosen the parameters so that the time we take now to process \( T_1 \) will be equal to the time we will eventually need to process \( T_1 \).

**Lemma 4.4.** For matrix multiplication over rings, it is possible to partition \( \hat{T} \) into \( T_1 \cup T_1 \) such that

1. \( T_1 \) can be processed in \( O(d^{1.907}) \) rounds in the supported low-bandwidth model, and
2. \( T_1 \) contains at most \( d^{1.814} \) triangles.

**Proof.** We apply Lemma 4.2 iteratively with the parameters given in Table 1. Let \( \varepsilon_1, \varepsilon_2, \) and \( \delta \) be the respective parameters in iteration \( i \). After iteration \( i \), we process all triangles in \( P^1 \cup \cdots \cup P^i \), in the same way as in the proof of Lemma 4.3. Then we are left with at most \( d^{2-i} n \) triangles. We can then set \( \varepsilon_{i+1} = \varepsilon_i \) and \( \varepsilon_{i+1} = \delta_i \) and repeat.

In Table 1, \( T_c \) is the number of rounds required to process the triangles; the total running time is bounded by \( O(d^{1.907}) \), and the number of triangles that are still unprocessed after the final iteration is bounded by \( d^{2-0.187166} n < d^{1.814} n \).

4.5 Final algorithm for semirings

In the proof of Lemma 4.4 we made use of Lemma 2.7, which is applicable for matrix multiplication over rings. If we plug in Lemma 2.8 and use the parameters from Table 2, we get a similar result for semirings:

**Lemma 4.5.** For matrix multiplication over semirings, it is possible to partition \( \hat{T} \) into \( T_1 \cup T_1 \) such that

1. \( T_1 \) can be processed in \( O(d^{1.927}) \) rounds in the supported low-bandwidth model, and
2. \( T_1 \) contains at most \( d^{1.854} \) triangles.

5 HANDLING THE SMALL COMPONENT

It remains to show how to process the triangles in the remaining small component \( T_2 \).

**Lemma 5.1.** Let \( d \geq 2 \) and \( \varepsilon < 1 \). Let \( T \subseteq \hat{T} \) be a collection of triangles with 

\[
|T| = O(d^{2-\varepsilon}) n.
\]

Then all triangles in \( T \) can be processed in \( O(d^{2-\varepsilon/2}) \) rounds in the supported low-bandwidth model, both for matrix multiplication over rings and semirings.

We first show how to handle the uniformly sparse case, where we have a non-trivial bound on the number of triangles touching each node. We then show how to reduce the small component case of \( O(d^{2-\varepsilon}) n \) triangles in total to the uniformly sparse case with each node touching at most \( O(d^{2-\varepsilon/2}) \) triangles.

5.1 Handling the uniformly sparse case

To handle the uniformly sparse cases, we use a simple brute-force algorithm. Note that setting \( t = d^2 \) gives here the trivial \( O(d^2) \)-round upper bound.

**Lemma 5.2.** Assume each node \( i \in V \) is included in at most \( t \) triangles in \( T \). Then all triangles in \( T \) can be processed in \( O(t) \) rounds, both for matrix multiplication over rings and semirings.

**Proof.** To process all triangles in \( T \), we want, for each triangle \( \{i, j, k\} \in T \), that node \( j \) sends the entry \( B_{jk} \) to node \( i \). Since node \( i \) knows \( A_{ij} \) and is responsible for output \( X_{ik} \), this allows node \( i \) to accumulate products \( A_{ij} B_{jk} \) to \( X_{ik} \).

As each node is included in at most \( t \) triangles, the number of triangles is at most \( t \) times the number of messages. Since \( T \) is sparse, the algorithm will run in \( O(t) \) rounds, and each round will process \( O(d) \) triangles. Since the graph has maximum degree \( t \), it has an \( O(t) \)-edge coloring (which we can precompute in the supported model). All nodes then send their messages with color \( k \) on round \( k \) directly to the receiver, which takes \( O(t) \) rounds.

5.2 From small to uniformly sparse

We now proceed to prove Lemma 5.1. For purely technical convenience, we assume that \( T \) contains at most \( d^{2-\varepsilon} n \) triangles in the more general case of Lemma 5.1, one can for example split \( T \) into constantly many sets of size at most \( d^{2-\varepsilon} n \) and run the following algorithm separately for each one.

**Setup.** We say that a node \( i \in V \) is a bad node if \( i \) is included in at least \( d^{2-\varepsilon/2} \) triangles in \( T \), and we say that a triangle is a bad triangle if it includes a bad node. Since every triangle touches at most \( 3 \) nodes, the number of bad nodes is at most \( 3d^{2-\varepsilon} n/d^{2-\varepsilon/2} = 3n/d^{\varepsilon/2} \).

We now want to distribute the responsibility for handling the bad triangles among multiple nodes. The following lemma gives us the formal tool for splitting the set of bad triangles evenly.
Lemma 5.3. Assume \( d \geq 2 \) and \( \epsilon < 1/2 \). There exists a coloring of the bad triangles with \( \Theta(d^{2}/3 \) colors such that for any color \( c \), each bad node \( i \in V \) touches at most \( 6d^{2-\epsilon}/2 \) bad triangles of color \( c \).

Proof. We prove the existence of the desired coloring by probabilistic method. We color each triangle uniformly at random with \( d^{2}/3 \) colors. Let \( A_{v,c} \) denote the event that there are at least \( 6d^{2-\epsilon}/2 \) triangles of color \( c \) touching a bad node \( v \) in this coloring; these are the bad events we want to avoid.

Fixing \( v \) and \( c \), let \( X_{v,c} \) be the random variable counting the number of triangles of color \( c \) touching \( v \). This is clearly binomially distributed with the number of samples corresponding to the number of triangles touching \( v \) and \( p = \frac{3}{d^{2}/2} \).

Let \( t_{v} \) be the number of triangles touching \( v \). We have that
\[
\forall 2^{2-\epsilon} \leq t_{v} \leq d^{2},
\]
and thus
\[
3d^{2-\epsilon} \leq \mathbb{E}[X_{v,c}] \leq 3d^{2-\epsilon}/2.
\]
By Chernoff bound, it follows that
\[
\Pr[A_{v,c}] \leq \Pr[X_{v,c} \geq 2\mathbb{E}[X_{v,c}]] \leq e^{-4\mathbb{E}[X_{v,c}]/3} \leq e^{-4d^{2-\epsilon}}.
\]

We now want to apply Lovász Local Lemma to show that the probability that none of the events \( A_{v,c} \) happen is positive. We first observe that event \( A_{v,c} \) is trivially independent of any set of other events \( A_{v,d} \) that does not involve any neighbor of \( v \). Since the degree of graph \( G \) is at most \( d \), the degree of dependency (see e.g. [13]) for events \( A_{v,c} \) is at most \( d^{2}/(d + 1)/3 \).

It remains to show that Lovász Local Lemma condition \( ep(D+1) \leq 1 \) is satisfied, where \( p \) is the upper bound for the probability of a single bad event happening, and \( D \) is the degree of dependency. Since we assume that \( d \geq 2 \) and \( \epsilon < 1/2 \), we have
\[
\frac{1}{pe} = e^{4d^{2-\epsilon}} - 1 > e^{2d^{2-\epsilon}} \geq 1 + (e - 1)d^{2-\epsilon}
\geq 1 + 2d^{2-\epsilon} \geq 1 + 2d^{1+\epsilon}/2 \geq 1 + (d + 1)d^{1/2} \geq D + 1.
\]
The claim now follows from Lovász Local Lemma. \( \square \)

Virtual instance. We now construct a new virtual node set \( V' = I' \cup J' \cup K' \), along with matrices \( A' \) and \( B' \) indexed by \( I' \), \( J' \), and \( K' \), and a set of triangles \( T' \) we need to process from this virtual instance. The goal is that processing all triangles in \( T' \) allows us to recover the solution to the original instance.

Let \( \chi \) be a coloring of bad triangles as per Lemma 5.3, and let \( C \) be the set of colors used by \( \chi \). We construct the virtual node set \( I' \) (resp. \( J' \) and \( K' \)) by adding a node \( i_{0} \) for each non-bad node \( i \in I \) (resp. \( j \in J \) and \( k \in K \)), and nodes \( v_{c} \) for bad node \( v \in V \) and color \( c \in C \). Note that the virtual node set \( V' \) has size at most \( 2|V| \). Finally, for technical convenience, we define a color set \( c(v) \) for node \( v \in V \) as
\[
c(v) = \begin{cases} 
\{0\}, & \text{if } v \text{ is non-bad,} \\
\{c \}, & \text{if } v \text{ is bad.}
\end{cases}
\]
The matrix \( A' \) is now defined by setting \( A_{v,j} = A_{ij} \) for \( i \in I, j \in J \) and colors \( c \in e(i) \) and \( d \in e(j) \). Matrix \( B' \) is defined analogously.

The set of triangles \( T' \) is constructed as follows. For each non-bad triangle \( \{i, j, k\} \in T \), we add \( \{i_{0}, j_{0}, k_{0}\} \) to \( T' \). For each bad triangle \( T \in T \) with color \( \chi(T) \), we add to \( T' \) a new triangle obtained from \( T \) by replacing each bad node \( v \in T \) with \( i_{v} \) and each non-bad node by \( v \). By construction, each node in \( V' \) is included in at most \( 6d^{2-\epsilon}/2\) triangles in \( T' \). Moreover, if matrix \( X' \) represents the result of processing all triangles in \( T' \), we can recover the results \( X \) of processing triangles in \( T \) as
\[
X_{ij} = \sum_{c \in e(i)} \sum_{d \in e(j)} X'_{i_{c}j_{d}}.
\]

Simulation. We now show that we can construct the virtual instance as defined above from \( A, B \) and \( T \), simulate the execution of the algorithm of Lemma 5.2 in the virtual instance with constant-factor overhead in the round complexity, and recover the output of the original instance from the result.

As preprocessing based on the knowledge of \( T \), all nodes perform the following steps locally in an arbitrary and consistent way:

(1) Compute the set of bad nodes and bad triangles.
(2) Compute a coloring \( \chi \) of bad triangles as per Lemma 5.3.
(3) For each bad node \( v \in V \), assign a set of helper nodes \( U_{v} = \{v_{c} : c \in C\} \subseteq V \) of size \( d^{2}/2 \) so that helper node sets are disjoint for distinct bad nodes. Note that this is always possible, as the number of required nodes is at most \( |V| \).

We now simulate the execution of triangle processing on the virtual instance as follows. Each non-bad node \( v \) simulates the corresponding node \( v_{0} \) in the virtual instance, as well as a duplicate of bad node \( u_{v} \) if they are assigned as helper node \( v_{c} \). Each bad node simulates their assigned bad node duplicate. To handle the duplication of the inputs and collection of outputs, we use the following simple routing lemma.

Lemma 5.4. Let \( \nu \in V \) be a node and let \( U \subseteq V \) be a set of \( k \) nodes. The following communication tasks can be performed in \( O(d + \log k) \) rounds in low-bandwidth model using only communication between nodes in \( \{\nu\} \cup U \):

(a) Node \( \nu \) holds \( d \) messages of \( O(\log n) \) bits, and each node in \( U \) needs to receive each message held by \( \nu \).

(b) Each node \( u \in U \) holds \( d \) values \( s_{u,1}, \ldots, s_{u,d} \), and node \( \nu \) needs to learn \( \sum_{u \in U} s_{u,i} \) for \( i = 1, 2, \ldots, d \).

Proof. For both parts, fix an arbitrary binary tree \( T \) on \( \{\nu\} \cup U \) rooted at \( \nu \). For part (a), a single message can be broadcast to all nodes \( T \) in \( O(\log k) \) rounds, by simply having each node spend 2 rounds sending it to both its children once the node receives the message. For \( d \) messages, we observe that the root \( \nu \) can start the sending the next message immediately after it has sent the previous one—in the standard pipelining fashion—and the communication for these messages does not overlap. Thus, the last message can be sent by \( \nu \) in \( O(d) \) rounds, and is received by all nodes in \( O(d + \log k) \) rounds.

For part (b), we use the same idea in reverse. For a single index \( i \), all leaf nodes \( u \) send \( s_{u,i} \) to their parent, alternating between left and right children on even and odd rounds. Subsequently, nodes compute the sum of values they received from their children, and send it their parents. For multiple values, the pipelining argument is identical to part (a). \( \square \)
Now the simulation proceeds as follows:

1. Each bad node $v \in V$ sends their input to all nodes in $U_v$ in parallel. This takes $O(d^{1/2} + \log d)$ rounds by Lemma 5.4(a).

2. Each node locally computes the rows of $A'$ and $B'$ for the nodes of $V'$ they are responsible for simulating.

3. Nodes collectively simulate the algorithm of Lemma 5.3 on the virtual instance formed by $A'$, $B'$ and $T'$ to process all triangles in the virtual triangle set $T'$. Since all nodes in $V'$ touch $O(d^2 + \epsilon)$ triangles, and overhead from simulation is $O(1)$, this takes $O(d^{2 - \epsilon/2})$ rounds.

4. Each bad node $i \in I$ recovers row $i$ of output $X$ according to Eq. (8) by using Lemma 5.4(b). Each non-bad node $i$ computes the row $i$ of $X$ based on their local knowledge according to Eq. (8). This takes $O(d^{4/3} + \log d)$.

6 PUTTING THINGS TOGETHER

Now we are ready to prove our main theorems:

**Proof of Theorem 1.1.** By Lemma 4.4, we can partition $\hat{T}$ into $\hat{T}_1$ and $\hat{T}_2$ such that $\hat{T}_1$ can be processed in $O(d^{1.907})$ rounds, and $\hat{T}_2$ has at most $d^{1.814}$ triangles. Then we can apply Lemma 5.1 to $\hat{T}_1$ with $\epsilon = 0.186$ and hence process also $\hat{T}_2$ in $O(d^{1.907})$ rounds. □

**Proof of Theorem 1.2.** By Lemma 4.5, we can partition $\hat{T}$ into $\hat{T}_1$ and $\hat{T}_2$ such that $\hat{T}_1$ can be processed in $O(d^{1.927})$ rounds, and $\hat{T}_2$ has at most $d^{1.854}$ triangles. Then we can apply Lemma 5.1 to $\hat{T}_1$ with $\epsilon = 0.146$ and hence process also $\hat{T}_2$ in $O(d^{1.927})$ rounds. □
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