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Abstract—This work considers the problem of distributing matrix multiplication over the real or complex numbers to helper servers, such that the information leakage to these servers is close to being information-theoretically secure. These servers are assumed to be honest-but-curious, i.e., they work according to the protocol, but try to deduce information about the data. The problem of secure distributed matrix multiplication (SDMM) has been considered in the context of matrix multiplication over finite fields, which is not always feasible in real world applications. We present two schemes, which allow for variable degree of security based on the use case and allow for colluding and straggling servers. We analyze the security and the numerical accuracy of the schemes and observe a trade-off between accuracy and security.

I. INTRODUCTION

Secure distributed matrix multiplication has been researched as a way to harness the power of distributed computation for large scale matrix multiplication. Different code constructions and fundamental limits have been studied in [1]–[13], which are discussed in more detail in Section I-A. When distributing computation to multiple workers, the computation time will be limited by the slowest one. This limitation can be quite severe, since the system might have stragglers that take much longer time than the others. To mitigate this straggler-effect, coded computation is utilized. Coded computation relies on coding theoretic tools that allow recovering the final result from only a partial set of answers. This way the user only needs to wait for the fastest responses before getting the final result. Furthermore, distributing sensitive data to unknown helpers might not be feasible in some circumstances, e.g., sensitive medical information or identifiable personal data. To protect the confidentiality of the information, tools from information theory and coding theory are used. This allows the scheme to be secure against any $X$ colluding servers.

Existing SDMM schemes compute the product of matrices over finite fields, since coding theory is most often done over finite fields. However, computing a matrix product over a finite field is not as practical as computing a product over the real or complex numbers. It is possible to discretize matrix multiplication over the real numbers to a suitable prime field, which loses some precision. Furthermore, the operations over a finite field are slow when compared to operations over reals when approximating with floating point numbers. The approximation done by floating point numbers is much better than the approximation done by converting to finite fields, since floating point numbers do not have to trade magnitude with precision.

A. Related Work

Distributed matrix multiplication with different code constructions have been studied in [14]–[21]. Secure distributed matrix multiplication was first studied in [1], where the outer product partitioning was used (cf. Section III). This was improved in [3]–[7] by using GASP codes. Different codes have also been introduced in [3], [5], [11], [13], [22]. Different modes of SDMM, such as private or batch SDMM, have been studied in [2], [3], [11], [12], [23], [24]. The capacity of SDMM has been studied in [1], [3], [4], [13] in some special cases, but the general problem remains open.

The problem of secure coded computation over the analog domain was considered in [25]–[27]. Secret sharing over real numbers is considered in [25] using Lagrange coded secret sharing. In [26], [27] coded distributed polynomial evaluation over matrices is considered over the complex numbers.

B. Motivation and Contribution

There is only one problem one initially faces when moving from a finite field to the real numbers. All existing SDMM schemes sample matrices from a uniform distribution over the entire field. As this is not possible over an infinite field, some other distribution has to be used. Other than this, most existing schemes can be computed using real numbers and the computation will be correct. The important things to consider are the security of the scheme and the numerical stability.

In this paper we present two SDMM schemes that work over the complex numbers and show that they can achieve information leakage that is arbitrarily small by a suitable choice of the parameters. These schemes have been previously considered in the context of SDMM over finite fields in [5], [6], [22], but this paper provides a more practical way of using them in the real world. A similar idea of using roots of unity as evaluation points was recently considered in [26], [27] in the context of coded distributed polynomial evaluation. This work combines earlier work on SDMM over finite fields and the work of [26], [27] to a novel and practical coded computation scheme.

II. PRELIMINARIES

A. General SDMM Model

The user is interested in computing the product of matrices $A$ and $B$ of size $t \times s$ and $s \times r$, respectively. We consider these matrices to be over $\mathbb{R}$ or $\mathbb{C}$. The user does this computation using the help of $N$ honest-but-curious servers. Any set of at most $X$ servers is allowed to collude, i.e., share all their data to try to learn information about the matrices $A$ and $B$.

The general computational model for SDMM schemes is the following.

- Encoding phase: The user partitions the matrices to smaller submatrices and draws random matrices of the same size. These smaller matrices are encoded using some code and the encoded pieces $\tilde{A}_i$, $\tilde{B}_i$ are sent to server $i$. This part can be seen as a secret sharing phase, where the secret matrices are shared among the servers.
Definition 1. An SDMM scheme is \( (X, \delta) \)-secure for \( \delta > 0 \) if
\[
I(A, B; \bar{A}_X, \bar{B}_X) \leq \delta
\]
for all \( X \subset [N] \), \( |X| = X \). Here \( \bar{A}_X \) denotes \( \{\bar{A}_i\}_{i \in X} \), and the bold variables denote the random variables and nonbold denote the specific values of those random variables.

There are many interesting metrics when comparing SDMM schemes, such as upload cost, download cost and recovery threshold. In this paper we are not interested in comparing these parameters as we are presenting a new type of scheme that works over a different field.

B. Numerical Stability

When working with finite field arithmetic, there are no considerations of numerical inaccuracies, since finite field elements can be represented exactly on a computer. However, this is not the case for real or complex numbers, which are usually represented using some kind of floating point representation. The limitations of the finite precision of the floating point system introduce errors in the computation, which might grow quickly if the computational task is not well-conditioned.

The decoding process of an SDMM scheme involves inverting a submatrix of the generator matrix. In its most general form this can be represented as solving the system of linear equations defined by \( A x = y \) where \( A \in \mathbb{C}^{n \times n} \) and \( y \in \mathbb{C}^n \) are known. The solution \( x \) will be erroneous if there are errors in \( y \). The error can be measured using the absolute error \( \| \delta x \| \) or the relative error \( \| \delta x \| / \| x \| \), where \( \delta x = x - \hat{x} \) is the error, \( \hat{x} \) is the computed value and \( x \) is the exact value. The condition number \( \kappa(A) \) of the matrix describes how much larger the relative error in \( x \) will be compared to the relative error in \( y \). The condition number is bounded from below by \( 1 \) and a small condition number is desirable for a stable computation.

Measuring the error of some matrix operation can be done by computing some matrix norm of the difference between the real and computed results. Such matrix norms include the Frobenius norm. For more information on numerical stability of algorithms we refer to [28].

C. Random Variables and Maximal Entropy

For random variables over finite fields the entropy is maximized by a uniform random variable. Therefore, it is advantageous to use uniform distributions to hide information in a coded computation setting. Some other distribution needs to be used when working in an infinite field such as the real or complex numbers.

In this paper, we work with continuous random variables that have a probability density function. The covariance matrix of a real random vector is denoted by \( \Sigma \) and its \((i, j)\) entry is \( \text{Cov}(X_i, X_j) = \mathbb{E}[(X_i - \mathbb{E}[X_i])(X_j - \mathbb{E}[X_j])^\ast] \). A complex random variable \( Z \) is circular if \( Z \sim e^{i\theta}Z \) for any deterministic \( \theta \in \mathbb{R} \). In particular we can consider a circular complex Gaussian random vector, which is characterized by its covariance matrix. We can formulate the following proposition about maximal entropy distributions over the real and complex numbers.

**Proposition 1.** (i) \([29] \text{Theorem 8.6.5}\) Let \( X \) be a continuous real random vector of length \( n \) with a nonsingular covariance matrix \( \Sigma \). Then
\[
h(X) \leq \frac{1}{2} \log((2\pi e)^n \det(\Sigma))
\]
with equality if and only if \( X \) is a Gaussian random vector.

(ii) \([30, \text{Theorem 2}]\) Let \( Z \) be a continuous complex random vector of length \( n \) with a nonsingular covariance \( \Sigma \). Then
\[
h(Z) \leq \log((\pi e)^n \det(\Sigma))
\]
with equality if and only if \( Z \) is a circular complex Gaussian random vector.

D. Secret Sharing over the Real Numbers

Secret sharing is a way of distributing a secret to \( n \) parties such that some subset of those parties can use their shares to reconstruct the secret. A \((k, n)\)-threshold secret sharing scheme allows for any \( k \) parties to recover the secret, which is usually considered to be a finite field value. Secret sharing over the real numbers was recently considered in [25]. The following example shows how such a scheme works and how the security is determined.

**Example 1.** Consider a \((2, 3)\)-threshold secret sharing scheme, where any 2 of the 3 parties can recover the secret. Let \( a \in \mathbb{R} \) be the secret. The shares are constructed with
\[
\tilde{A}_i = a + r o_i,
\]
for \( i = 1, 2, 3 \), where \( r \in \mathbb{R} \) is drawn at random from some distribution independently of \( a \). Without loss of generality, assume that parties 1 and 2 want to recover the secret from their shares \( \tilde{A}_1 \) and \( \tilde{A}_2 \). Consider the linear combination
\[
\alpha_1 \tilde{A}_1 - \alpha_2 \tilde{A}_2 = (\alpha_2 - \alpha_1) a + (\alpha_2 \alpha_1 - \alpha_1 \alpha_2) r = (\alpha_2 - \alpha_1) a.
\]
Then the secret \( a \) can be recovered, provided that the points \( \alpha_1, \alpha_2, \alpha_3 \) are distinct.

Let us now analyze the amount of information leaked from one share. To do this we consider the values \( a \) and \( r \) to come from some probability distributions as the values of the random variables \( a \) and \( r \), respectively. Similarly, the share \( \tilde{A}_i \) is the value of the random variable \( A_i \). Using the definition of mutual information we get that
\[
I(\tilde{A}_i; a) = h(\tilde{A}_i) - h(\tilde{A}_i | a) = h(a + r o_i) - h(a + r o_i | a) = h(a + r o_i) - h(r o_i).
\]

The last step follows from the independence of \( a \) and \( r \). Assuming that the distribution of \( a \) is continuous, we can use Proposition [7]. The variance of the sum is then \( \text{Var}(a + r o_i) = \sigma_a^2 + \sigma_r^2 \sigma_i^2 \). Therefore,
\[
h(a + r o_i) \leq \frac{1}{2} \log((2\pi e)^2 \sigma_a^2 + \sigma_r^2 \sigma_i^2).
\]
We may choose that \( r \) is distributed according to a Gaussian distribution with mean 0 and variance \( \sigma_r^2 \).
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It is worth noticing that the amount of leaked information depends on the value of $\alpha^2$, which means that some shares leak more information than others. The computation in the example is just an upper bound, but an explicit number can be computed if the distribution of $a$ is known. If a distributed according to a Gaussian distribution, then the upper bound is reached with equality by Proposition 1(i).

The problem with this type of secret sharing scheme is that the amount of information leaked depends on the evaluation points. In the above example we use the basis $1, x, x^2, \ldots$, which introduces the problem that some of the random values are multiplied with larger constants, which makes them contribute more to the entropy. In the basis is chosen to be Lagrange basis polynomials. The structure of the existing SDMM schemes relies heavily on the basis that is used, so for SDMM it is not practical to change the basis polynomials to Lagrange basis polynomials. In this work we fix the problem by extending the scheme to the complex numbers and choosing the evaluation points from the unit circle.

### III. Scheme Constructions

In this section we present two explicit analog SDMM schemes based on previous schemes over finite fields.

#### A. Secure MatDot Code over Complex Numbers

The MatDot code over finite fields was first introduced in [2] without the security constraint and later in [22] with the security constraint. The following construction extends the scheme to the complex numbers.

The input matrices are $A \in \mathbb{C}^{t \times s}$ and $B \in \mathbb{C}^{s \times r}$. These matrices come from some continuous probability distribution over the complex numbers. The matrices are then split to $p$ pieces, assuming that $p \mid s$. Hence, the partition is the inner product partition (IPP)

$$A = (A_1 \ldots A_p), \quad B = \begin{pmatrix} B_1 \\ \vdots \\ B_p \end{pmatrix}.$$  

The partitions are of the size $A_j \in \mathbb{C}^{t \times \frac{s}{p}}$ and $B_j \in \mathbb{C}^{\frac{s}{p} \times r}$. The product $AB$ is then the dot product of the partitions, i.e.,

$$AB = \sum_{j=1}^{p} A_j B_j.$$  

Matrices $R_1, \ldots, R_X \in \mathbb{C}^{t \times \frac{s}{p}}$ and $S_1, \ldots, S_X \in \mathbb{C}^{\frac{s}{p} \times r}$ are drawn at random such that each component is distributed according to a circular complex Gaussian distribution with zero mean and variance $\sigma^2$. The paritions and the random matrices are encoded using the polynomials

$$f(x) = \sum_{j=1}^{p} A_j x^{j-1} + \sum_{k=1}^{X} R_k x^{p+k-1},$$  

$$g(x) = \sum_{j=1}^{p} B_j x^{p-j} + \sum_{k=1}^{X} S_k x^{p+k-1}.$$  

Let $N$ be the number of servers to use. Then choose the evaluation points as $N$th roots of unity, i.e., $\alpha_i = \zeta_N$, where $\zeta_N$ is the primitive $N$th root of unity. Then the evaluations $A_i = f(\alpha_i)$ and $B_i = g(\alpha_i)$ are sent to server $i$. Each server multiplies their encoded matrices and returns the product $A_i B_i$. These results are evaluations of the polynomial $h(x) = f(x)g(x)$. Using the definition of $f(x)$ and $g(x)$ we get that

$$h(x) = f(x)g(x)$$

\[= \sum_{j=1}^{p} \sum_{j'=1}^{p} A_j B_j' x^{p-1+j-j'} + \sum_{j=1}^{p} \sum_{k=1}^{X} A_j S_k x^{p-j+k'-2} \]

\[+ \sum_{j=1}^{p} \sum_{k=1}^{X} R_k B_j' x^{2p-1+j-k} + \sum_{k=1}^{X} \sum_{k'=1}^{X} R_k S_k x^{2p+k+k'-2}. \]

The coefficient of the term $x^{p-1}$ is $\sum_{j=1}^{p} A_j B_j'$, which equals the product $AB$. The degree of $h(x)$ is $2p + 2X - 2$, so the user needs $2p + 2X - 1$ evaluations to be able to interpolate the result and choose the coefficient of the term $x^{p-1}$.

In practice, the interpolation would be done by inverting the Vandermonde matrix associated with the evaluation points $\alpha_i$ for $i \in \mathcal{I}$, where $\mathcal{I} \subset [N]$ is the set of $K = 2p + 2X - 1$ fastest servers. The inverse Vandermonde matrix would then be multiplied with the vector of responses such that the $(p-1)$th element of the resulting vector is the product $AB$. For numerical stability it is important that the condition number of that Vandermonde matrix is small.

#### B. GASP Code over Complex Numbers

The following scheme follows the construction of the GASPbig code presented in [5]. We use this special case of the more general GASP code presented in [6], since the GASPbig code is a subcode of a Generalized Reed–Solomon code with a small dimension. Therefore, it is possible to use a Vandermonde matrix as the generator matrix, which makes it simple to choose the evaluation points of the scheme.

Again, the input matrices are $A \in \mathbb{C}^{t \times s}$ and $B \in \mathbb{C}^{s \times r}$, which come from some continuous probability distribution over the complex numbers. The matrices are then split to $m$ and $n$ pieces, respectively, assuming that $m \mid t$ and $n \mid r$. Hence, the partition is the outer product partition (OPP)

$$A = \begin{pmatrix} A_1 \\ \vdots \\ A_m \end{pmatrix}, \quad B = (B_1 \ldots B_n).$$  

The partitions are of the size $A_j \in \mathbb{C}^{\frac{t}{m} \times s}$ and $B_j' \in \mathbb{C}^{s \times \frac{r}{n}}$. The product $AB$ is then the dot product of the partitions, i.e.,

$$AB = \begin{pmatrix} A_1 B_1 & \ldots & A_1 B_n \\ \vdots & \ddots & \vdots \\ A_m B_1 & \ldots & A_m B_n \end{pmatrix}.$$  

Matrices $R_1, \ldots, R_X \in \mathbb{C}^{\frac{t}{m} \times s}$ and $S_1, \ldots, S_X \in \mathbb{C}^{s \times \frac{r}{n}}$ are drawn at random such that each component is distributed according to a circular symmetric complex Gaussian distribution with zero mean and variance $\sigma^2$. The paritions and the random
matrices are encoded using the polynomials
\[ f(x) = \sum_{j=1}^{r} A_j x^{j-1} + \sum_{k=1}^{N} R_k x^{m+n+k-1} \]
\[ g(x) = \sum_{j'=1}^{p} B_{j'} x^{m(j'-1)} + \sum_{k'=1}^{X} S_{k'} x^{m+n+k'-1}. \]

The evaluation points \( \alpha_1, \ldots, \alpha_N \) are again chosen as \( N \)th roots of unity and each server gets the evaluation of \( f(x) \) and \( g(x) \) at the evaluation point. The responses, after the servers have multiplied their encoded pieces, are evaluations of \( h(x) = f(x)g(x) \). Using the definition of \( f(x) \) and \( g(x) \) from above we get
\[ h(x) = f(x)g(x) = \sum_{j=1}^{m} \sum_{j'=1}^{p} A_j B_{j'} x^{m(j'-1)+j-1} + \sum_{j=1}^{m} \sum_{k'=1}^{X} A_j S_{k'} x^{m+n+k'+j-2} \]
\[ + \sum_{k=1}^{N} \sum_{j'=1}^{p} R_k B_{j'} x^{m+n+m(j'-1)+k-1} + \sum_{k=1}^{N} \sum_{k'=1}^{X} R_k S_{k'} x^{2m+n+k+k'-2}. \]

It can now be seen that the coefficient of \( x^{m(j'-1)+j-1} \) is exactly \( A_j B_{j'} \) for \( (j, j') \in [m] \times [p] \). Therefore, the product \( AB \) can be recovered from the first \( mn \) coefficients of \( h(x) \). The degree of \( h(x) \) is \( 2mn+2X-2 \), so the user needs \( 2mn+2X-1 \) evaluations to recover the result.

The interpolation is done again by multiplying by the inverse of a corresponding Vandermonde matrix, which means that it is important to have a small condition number.

**C. Analysis of Security**

We shall only prove the security of the analog MatDot scheme as the proof for the analog GASP scheme is analogous.

We can write the encoding process of the analog MatDot scheme by using the generator matrices \( F \) and \( G \), respectively, which contain the relevant coefficients used in the encoding. Then we get
\[ \tilde{A} = (\tilde{A}_1, \ldots, \tilde{A}_n) = (A_1, \ldots, A_p, R_1, \ldots, R_X) F, \]
\[ \tilde{B} = (\tilde{B}_1, \ldots, \tilde{B}_N) = (B_1, \ldots, B_p, S_1, \ldots, S_X) G, \]
for some generator matrices \( F \) and \( G \). These can be written as
\[ \tilde{A} = (A_1, \ldots, A_p) F^{\leq p} + (R_1, \ldots, R_X) F^{p}, \]
\[ \tilde{B} = (B_1, \ldots, B_p) G^{\leq p} + (S_1, \ldots, S_X) G^{p}, \]
where \( F^{\leq p} \) and \( F^{p} \) denote the first \( p \) rows and the last \( X \) rows of \( F \), respectively. We wish to now analyze how much information is leaked to any set of \( X \) colluding servers. We wish to limit the amount of leaked information to some \( \delta > 0 \), by setting the variance of the random matrices suitably.

Let \( \chi \subseteq [N] \) be the indices of the colluding servers with \( |\chi| = X \). Then
\[ I(\tilde{A}; B; \tilde{A}_\chi) = I(\tilde{A}; B; \tilde{A}_\chi) + I(\tilde{A}; B; \tilde{B}_\chi | \tilde{A}_\chi) \]
\[ = 2 \log((\pi e)^{-X} \det(\Sigma_{\chi})), \]
by Proposition [1(ii)]. Therefore,
\[ I(\tilde{A}; \tilde{A}_\chi) \leq \frac{p}{ts} \log \left( \frac{\det(\Sigma_{\chi})}{\det(\Sigma_{\chi})} \right). \]

We now need to set an upper bound for the quotient of the determinants. Let us analyze the covariance matrices. By independence of \( a_{\chi} \) and \( r_{\chi} \), we can write \( \Sigma_{\chi} = \Sigma_{a_{\chi}} + \Sigma_{r_{\chi}} \). As \( \Sigma_{a_{\chi}} \) is positive semi-definite, we can write \( \Sigma_{a_{\chi}} = V V^* \) for some \( V \in \mathbb{C}^{X \times X} \). By definition
\[ \Sigma_{r_{\chi}} = \text{Var}(r F_{\chi}^p) = F_{\chi}^p \text{Var}(r)(F_{\chi}^p)^*, \]
\[ = \sigma_{r_{\chi}}^2 F_{\chi}^p (F_{\chi}^p)^*, \]
since \( \text{Var}(r) = \sigma_{r_{\chi}}^2 I_X \) as the random matrices are chosen independently with the same variance. Define \( \Gamma_a = F_{\chi}^p (F_{\chi}^p)^* \), which is invertible, since \( F_{\chi}^p \) is a Vandermonde matrix multiplied with an invertible diagonal matrix. We use the matrix determinant lemma to compute \( \det(\Sigma_{\chi}) \). Then we get
\[ \det(\Sigma_{\chi}) = \det(\Sigma_{a_{\chi}} + \Sigma_{r_{\chi}}) = \det(\Sigma_{a_{\chi}}) \det(I_m + \frac{1}{\sigma_{r_{\chi}}^2} V^* \Gamma_a^{-1} V). \]

Now, \( I_X + \frac{1}{\sigma_{r_{\chi}}^2} V^* \Gamma_a^{-1} V \) is positive semi-definite. Thus, we can use Hadamard's inequality to get
\[ \det(\Sigma_{\chi}) \leq \det(\Sigma_{r_{\chi}}) \prod_{i=1}^{p} \left( 1 + \frac{1}{\sigma_{r_{\chi}}^2} (V^* \Gamma_a^{-1} V)_{ii} \right). \]

Therefore, we get
\[ I(\tilde{A}_\chi; A) \leq \frac{ts}{p} \sum_{i=1}^{p} \log \left( \prod_{i=1}^{p} \left( 1 + \frac{1}{\sigma_{r_{\chi}}^2} (V^* \Gamma_a^{-1} V)_{ii} \right) \right) \]
\[ = \frac{ts}{p} \sum_{i=1}^{p} \frac{1}{\sigma_{r_{\chi}}^2} \ln 2 \text{Tr}(V^* \Gamma_a^{-1} V), \]
\[ = \frac{ts}{p \sigma_{r_{\chi}}^2} \text{Tr}(\Gamma_{\chi}^{-1} \Sigma_{a_{\chi}}). \]

We can now make the leaked information as small as we
wish by growing $\sigma^2$. We summarize the result in the following theorem.

**Theorem 1.** The analog MatDot scheme with parameters $p$ and $X$ achieves $(X, \delta)$-security by choosing the variance such that

$$\sigma^2 \geq \max_{X \in \mathcal{X}} \frac{s}{\delta p \ln 2} \left( t \text{Tr}(\Gamma^{-1}_a \Sigma_a) + r \text{Tr}(\Gamma^{-1}_b \Sigma_b) \right).$$

**Remark 1.** To compute $\Sigma_a$ or $\Sigma_b$ we need to know the covariance matrix of the elements of $A$ or $B$. This is simple in the case that the elements are i.i.d., but complicated when this is not the case. It is an interesting future research question to construct an upper bound even if the covariance matrix is not fully known.

Here $\Gamma_a$ and $\Sigma_a$ depend on the colluding set $\mathcal{X}$, which means that we need to consider the maximal value of the trace to get an upper bound that is simple to compute, without needing to check all possible colluding sets. We conjecture that the trace is maximized when the evaluation points are chosen as consecutive roots of unity around the unit circle.

**D. Analysis of Numerical Accuracy**

To make the computation secure, we need to make the variance $\sigma^2$ sufficiently large. By doing this, we add large numbers to our original input data, which means that the elements in the encoded matrices are on average large compared to the unencoded matrices. As the numerical error of matrix multiplication is proportional to the sizes of the elements, the size of the error compared to the original data grows as the variance grows. This introduces a trade-off between security and numerical accuracy.

We analyze the additional error introduced by the SDMM process by running the algorithm 1000 times and recording the mean error as a function of the specified security level. For each round new $36 \times 36$ input matrices are chosen, such that each element is independently chosen from the standard Gaussian distribution. The variance is chosen to be as low as possible using Theorem 1. The resulting graphs are plotted in Figures 1 and 2. The error is measured as the Frobenius norm of the difference of the product as computed by the SDMM scheme compared to the product as computed by the computation done without SDMM. The experiments were performed using IEEE double precision floating point numbers. The leaked information is measured as the relative information loss compared to the entropy of the input matrices $A$ and $B$.

From each of the figures it is clear that there is an inverse relationship between the security and the numerical accuracy. This is explained by the fact that for large enough values of variance, the input data, which is small in comparison, is irrelevant, which means that the standard deviation $\sigma$ scales the magnitude of the encoded matrices. As the numerical error of matrix multiplication is directly proportional to the product of the magnitudes of the inputs, the error is directly proportional to the variance $\sigma^2$. This doesn’t apply for low values of the variance, where the actual input data also has an affect, which can also be confirmed numerically.

From Figure 1 it is clear that growing the number of colluding servers also increases the numerical error. The increase seems to be linear in $X$, which is expected, since for large values of the variance the number of random matrices determines the size of the elements in the encoded matrices.

![Fig. 1. Comparison of the effect of colluding servers on the relationship between the leaked information and the numerical error. The blue lines correspond to the analog MatDot with partitioning parameter $p = 4$ (left) and $p = 9$ (right). The red lines correspond to the analog GASP scheme with partitioning parameters $m = n = 2$ (left) and $m = n = 3$ (right).](https://github.com/okkomakkonen/sdmm-over-complex)

![Fig. 2. Comparison of the effect of straggling servers on the relationship between the leaked information and the numerical error. The blue lines correspond to MatDot with partitioning parameter $p = 4$ (left) and $p = 9$ (right). The red lines correspond to the analog GASP scheme with partitioning parameters $m = n = 2$ (left) and $m = n = 3$ (right).](https://github.com/okkomakkonen/sdmm-over-complex)

In the case that there are no stragglers, the evaluation points are chosen as the roots of unity, which means that the corresponding Vandermonde matrix used in the decoding process is unitary. Hence, the condition number is 1. In [31] it was shown that for real evaluation points the condition number grows exponentially with $N$, which means that using only real evaluation points would not be numerically stable. In the case of straggling servers the Vandermonde matrix will not be unitary, since it does not contain all of the $N$th roots of unity. In [32] it was shown that the condition number grows polynomially in the number of servers, when the number of stragglers is constant. This behaviour can be seen in Figure 2 where the numerical error grows as the number of straggling servers grows.

From Figures 1 and 2 it is clear that the analog MatDot code achieves better numerical accuracy compared to the analog GASP code when $p = mn$ and the other parameters are the same. However, the analog GASP code achieves a better download cost by using the outer product partitioning.
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