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Distributed Assignment with Load Balancing
for DNN Inference at the Edge

Yuzhe Xu, Thaha Mohammed, Mario Di Francesco, and Carlo Fischione

Abstract—Inference carried out on pre-trained deep neural
networks (DNNs) is particularly effective as it does not require re-
training and entails no loss in accuracy. Unfortunately, resource-
constrained devices such as those in the Internet of Things may
need to offload the related computation to more powerful servers,
particularly, at the network edge. However, edge servers have
limited resources compared to those in the cloud; therefore,
inference offloading generally requires dividing the original DNN
into different pieces that are then assigned to multiple edge
servers. Related approaches in the state of the art either make
strong assumptions on the system model or fail to provide strict
performance guarantees. This article specifically addresses these
limitations by applying distributed assignment to deep neural
network inference at the edge. In particular, it devises a detailed
model of DNN-based inference, suitable for realistic scenarios
involving edge computing. Optimal inference offloading with
load balancing is also defined as a multiple assignment problem
that maximizes proportional fairness. Moreover, a distributed
algorithm for DNN inference offloading is introduced to solve
such a problem in polynomial time with strong optimality
guarantees. Finally, extensive simulations employing different
datasets and DNN architectures establish that the proposed
solution significantly improves upon the state of the art in terms
of inference time (1.14 to 2.62 times faster), load balance (with
a Jain’s fairness index of 0.9), and convergence (one order of
magnitude less iterations).

Index Terms—Distributed inference, DNN offloading, assign-
ment problems, edge computing

I. INTRODUCTION

Machine learning and artificial intelligence — particularly,
deep learning — are being more and more applied to diverse
scenarios [1]. In many cases of practical importance, learning
involves deep neural networks (DNNs) running at resource-
constrained embedded devices such as mobile phones, wear-
ables, and smart objects in next-generation networks [2, 3].
Unfortunately, the related algorithms generally require a sig-
nificant amount of computational resources to achieve satis-
factory results. In this respect, several techniques have been
proposed to specifically address the limitations of resource-
constrained devices, including hardware-accelerated comput-
ing and model simplification (i.e., pruning, quantization, and
compression) for DNN inference tasks [4, 5] as well as
federated learning for DNN training tasks [6-9]. However,
the above-mentioned approaches for DNN inference cannot
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always be applied or might reduce accuracy, especially when
the device capabilities are extremely limited, such as in the
Internet of Things (IoT) [10]. In contrast, DNN training with
federated learning incurs a significant overhead, as individual
devices have to exchange data with a coordinator to gain global
knowledge [11-13].

Computation offloading is a general approach to overcome
the constraints of embedded devices through resources offered
by third-party services over the Internet [14, 15]. Such an
approach can as well be applied to DNN computation: devices
do not need to perform any training but rather transfer data
to one or more powerful servers that then take care of the
actual processing, or just carry out inference on pre-trained
DNNs [16-18]. The latter option is particularly effective as
it does not need re-training and entails no loss in accu-
racy [16, 17, 19]. Offloading had originally leveraged the cloud
computing paradigm [20], while it has more recently shifted
towards edge computing as a compelling alternative [21, 22].
Indeed, the edge is an infrastructure of server-class devices
that are close to end users and can be reached with a low
latency [23]. The main challenge here is that the resources
provided by edge servers — in terms of both computation and
bandwidth — are limited compared to those in the cloud. As
a consequence, they may not be enough to run inference on
the original DNN as a whole, especially if the trained model
is very large [14].

To overcome this issue, the original DNN is divided into
different pieces — generally corresponding to the individual
layers therein — which are then assigned to individual edge
servers [16]. Both centralized and distributed approaches have
been proposed accordingly, for instance, based on graph
theory [16, 24], matching theory [17], and convex optimiza-
tion [18]. However, solutions in the state of the art suffer
from important limitations. In fact, most schemes built on
solid theoretical foundations are centralized and make strong
assumptions on the system model, such as that DNNs can
only be divided into two pieces [16]. Other approaches are
distributed and able to handle the complexities of real set-
tings [17, 18], but they are rather involved and fail to provide
strict performance guarantees, especially in terms of efficient
and fair use of resources (Section V).

This article explicitly addresses these limitations by ap-
plying distributed assignment to DNN inference at the edge.
Specifically, the offloading process is modeled as an assign-
ment problem [25], wherein inference tasks are associated to
edge servers while balancing the resulting load. In particular,
a distributed assignment mechanism is devised to maximize
proportional fairness, a widely used metric in network systems
which jointly characterizes resource utilization and load bal-
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Fig. 1: DNN inference offloading at the edge. (a) Reference architecture with heterogeneous end devices and more powerful edge servers.
(b) Sample DNN inference tasks ¢1 and ¢ associated with different devices. Each task relies on a certain DNN architecture with multiple

layers ;.

ancing as a sum of logarithmic utility functions [26, 27]. The
proposed approach is expressive, analytically tractable, and
able to achieve a near-optimal solution in terms of resource
utilization and inference latency. To the best of the authors’
knowledge, this is the first work to provide strong optimality
guarantees in offloading of DNN inference with a distributed
scheme.

In detail,
following.

the main contributions of this work are the

« It devises a detailed model of the DNN inference process,
suitable for realistic scenarios involving edge computing.
It also defines optimal inference offloading with load bal-
ancing as a multiple assignment problem that maximizes
proportional fairness (Section II).

o It introduces a distributed algorithm that solves the
multiple assignment problem in polynomial time and
achieves strong optimality guarantees (Section III).

o Extensive simulations employing different datasets and
DNN architectures (Section IV) establish that the proposed
solution significantly improves upon the state of the
art in terms of inference time (1.14 to 2.62 times faster),
load balance (with a Jain’s fairness index of 0.9), and
convergence (one order of magnitude less iterations).

II. DNN INFERENCE AT THE EDGE

This section introduces the system model' of an edge com-
puting scenario wherein DNN inference tasks are offloaded
from end devices to edge servers. It first characterizes the
network and the inference tasks, then discusses the com-
putation aspects related to the DNN inference process. It
finally formulates an optimization problem for offloading DNN
inference tasks with load balancing. The notation used in the
article is summarized in Table L.

A. Network and Inference Tasks

The reference network architecture includes two different
components [28] distributed over a certain geographical area
(Fig. 1a): a set S of n = |S| edge nodes (i.e., servers) and a set

IThe rest of the discussion makes certain simplifying assumptions on the
system model for the sake of clarity and analytical tractability. Additional
considerations on these assumptions will be provided in Section IV-B.

(c) Sample assignment between these tasks and three edge servers.

D of D = |D| end devices. Edge servers are connected to each
other and to the cloud through high-speed dedicated links [29];
as a consequence, the time needed by edge servers to exchange
intermediate results between each other is considered negligi-
ble. In contrast, end devices exchange data with edge servers
in their communication range over a shared wireless channel
(i.e., through WiFi) with a total bandwidth of B, according
to [16].

End devices execute DNN inference tasks indicated as 7 =
{t1,ta, -~ ,t7}. Specifically, a given task ¢ € T evaluates
(i.e., obtains the output of) a DNN, represented as a linear
graph G' = (&', L") whose nodes in £' = {I%,1%,--- It}
i.e., I! are the layers of the corresponding DNN. Here, [} and
It indicate the input layer and the output layers, respectively;
moreover, edges (I£,1!, ) € £ imply that I}, depends on I},
therefore, it must be evaluated first (Fig. 1b). For conciseness,
the index t is dropped from the notation in the rest of the
article; the related discussion refers to a given task, without
loss of generality.

B. DNN Inference Process

A given layer is either executed locally at the end devices
or sent to edge servers (with higher computational power)
together with its input. Each edge server k has a constant CPU-
cycle frequency of vy [30] and executes a layer immediately if
enough computational resources are available. Otherwise, the
edge server adds the layer to a local FIFO execution queue
with size @)y proportional to its computing power [17].

The input and output size of layer j at end device ¢ are
denoted as I;; and Oj;, respectively. The number of cycles
to process one element of the input (i.e., the task density)
is indicated as c. DNN layers are described by matrices that
either denote the corresponding weights or the feature map,
depending on their type. The total number of floating point
operations for a single convolutional layer j (assuming an
implementation based on a sliding window) from device ¢ is
given by

Cij =215 - IV - (cin - K% - K} + 1) - Cout

where: IZ, I;j” , K Z“j’, and K b are the height and width of the

input feature map and the kernel, respectively; ¢, and coqt



TABLE I
SUMMARY OF KEY NOTATION

Symbol H Description ]

S,k Set of edge nodes (servers) and a given server

D, Set of end devices and a given end device

G(E,L) || DNN graph with layers £ and edges £ for task ¢

i A given layer in £

m Cardinality of layers £

n Cardinality of edge nodes

Vi Computing power of edge node k

Qk Queue length of edge node k

Cij FLOPs for a convolutional layer j from device 4

Fi; FLOPs for a fully-connected layer j from device i

Tf] b Time for computing a convolutional layer j at server k
Tifj b Time for computing a fully-connected layer j at server k
I isj Size of the input layer j at end device ¢ in bits

ij Size of the output layer j at end device 4 in bits

Tk Total time for layer j, from user ¢ at edge node k

Tfj b Execution time for layer j, from user ¢ at edge node &
Tfj b Transmission time for layer j, from user ¢ at edge node k
Tfj & Queuing time for layer j, from user ¢ at edge node k

B Total bandwidth of shared wireless channel

X Set of final assignments (j, k) mapping layer j to server k
L(k) Subset of layers (C L) that can use server k

S(j) Subset of servers (C S) that can run layer j

y Set of feasible assignments (7, k)

Tijk Binary variable denoting assignment of layer j to node k&
Tijk Time threshold for layer j from user ¢ at server k
n;:,n,: Upper and lower bound on layers assigned to server k

c Task processing density of edge nodes

ajk Generic utility for executing a task j at server k

Y Cardinality of the set of feasible assignments )

p Price of a server to run the layers

g Profits associated with layers as an incentive to servers

are the number of channels in the input feature maps and the
output. Thus, the execution time for a single convolutional
layer j from device ¢ at edge server k is

T = (Cij - o) /vy

Similarly, the number of floating point operations for a
(fully-connected) feed-forward layer j from device ¢ is
Fij = (Lij - Oy + Oy - (Ii; = 1)) = (21;; — 1)0y;
where I;; and O;; are the input and output dimensions. The
related computation time at edge server k is

Ty = (Fiy - o) /v

The activation layer is assumed to be a rectified linear
unit, which simply computes f(z) = max(0,z). The related
execution time is not considered part of the total time, since
it is negligible compared to convolutions and dot products.
Accordingly, the time T3, for executing a deep learning layer
J from device @ is T}, = T}, for a convolutional layer and
Ty, = Ti’;. i for a fully-connected layer.

Next, the time needed to exchange inputs and outputs
between an end device and an edge server are derived. In
particular, the time taken by an end device ¢ to send the DNN

partition j to edge server k and receive the intermediate output
back (where applicable?) is

Thy = (I + 03)/B

where O7;=0 if the layer j+1 is also executed at server k.

Recall that offloaded layers may not be executed imme-
diately at the edge server, hence, they may be subject to a
queuing time

q
Th, =

Z flops(jg) - ¢
Vi

Ja€Qk:I#]q

where flops(j,) are the floating point operations for layer j,
in the execution queue ¢ € Q) before task j at edge server k.

Then the total execution time for a layer j offloaded by end
device ¢ to an edge server k is:

Tign = Tije + T + T (1

where: Tfjk is the time for transmitting the input of layer j

to server k and the possible intermediate output from server k

back to the device; 177, is the time taken for computing layer
q

j at server k; and 17 is the waiting time of layer j at k.

C. The DNN Inference Offloading Problem

Now that the system model has been introduced, it remains
to characterize the actual offloading process. Recall that an
end device can offload the execution of individual layers of a
given DNN inference task to edge servers. Edge servers can
run these layers faster than end devices; however, they may
not be able to process requests immediately due to precedence
constraints and the load coming from several nodes in the
network. Moreover, running layers at edge servers requires
exchanging the input and output of individual layers with
end devices over a bandwidth-constrained channel. Therefore,
offloading DNN inference must explicitly these factors into
account and reduce the total inference time while balancing
the load of the edge servers in the network.

For this reason, the offloading process is modeled as an
assignment problem: individual layers of DNN inference tasks
requested at end devices are mapped onto edge servers for
execution (Fig. 1c). Layer j executed by server k is indicated
as the (7, k) pair in the final assignment X'. Not every layer can
be assigned to any server and vice versa. Specifically, £(k) C
L is the set of layers that can use server k, whereas S(j) C S
is the set of servers that can run layer j. Furthermore, ) is a
feasible assignment® as the set of all pairs such that (j, k) € )
if and only if k € S(j) as well as j € L(k).

The assignment problem describing the offloading process
is formally defined next.

2In particular, intermediate output does not need to be transmitted for
consecutive layers that are all executed at the same device.

3For now, it suffices to assume that such an assignment exists; additional
considerations on feasibility will be given in the next section.



Problem 1 (DNN Inference Offloading with Load Balancing).
The problem of offloading DNN inference with load balancing
is formulated as follows:

max —Z Z log(T3jk) - xijk (2a)
i€D (j,k)EY

st Y ar<1, VjELi€D (2b)
k€S ())

Tijr < Tijr, V(j,k) € X,ieD (2¢)

ng <Y wmgk<ng, VEES,  (2d)

JEL(K),i€D
zir € {0,1}, V(j k) €Y,i €D (2e)

In detail, Eq. (2a) is the objective function, which expresses
load balancing in terms of proportional fairness by maximizing
the sum of the logarithms for a certain utility [26]. Here, the
utility is inversely proportional to the total inference time Tj
[as in Eq. (1)], therefore explaining the negative sign before the
summation. Clearly, the total inference time is considered for
the layers of all DNN inference tasks offloaded in a feasible
assignment ). The decision variables x;;;, € {0,1} express
whether layer j from device ¢ is offloaded to edge server k
(i.e., x4, = 1) or not (i.e., x;;5 = 0). The optimization is
subject to several constraints as follows. Eq. (2b) indicates
that not all edge servers may be assigned layers. Eq. (2c)
signifies that layer j is only offloaded if it is beneficial,
i.e., if its total execution time — including the computation
at the edge server in addition to the time for transferring
intermediate input/output data — is lower than time 7;;; for
local execution at the device. Eq. (2d) expresses an upper and
a lower bound (i.e., nz and n,, respectively) on the number
of layers assigned to a given server k. Finally, Eq. (2e) states
that decision variables are binary.

Problem 2 is an instance of a non-linear binary integer
programming model, thus, it is NP-hard [31]. The rest of the
article targets finding an approximate yet near-optimal solution
to the problem. In particularly, it focuses on a distributed
solution, as it is more suitable for the scenario with multiple
edge servers and possibly a large number of end devices.

III. DISTRIBUTED ASSIGNMENT FOR DNN INFERENCE

This section introduces and analytically characterizes a
distributed algorithm that obtains a near-optimal solution to
the problem introduced above. For the sake of exposition, the
rest of the discussion addresses first a multiple assignment
problem — wherein more than one tasks can be assigned to
a single server — with a linear objective function. It then
extends the proposed algorithm to the case of a logarithmic
objective function expressing proportional fairness. The rest
of the section focuses on offloading inference tasks involving
a single device* for clarity.

4Accordingly, the index 7 denoting a specific device is dropped from all
notation for conciseness.

A. Multiple Assignment

The multiple assignment problem allows more than one
layer to be assigned to the same server as follows.

Problem 2 (Multiple Assignment). The multiple assignment
problem is defined as:

mzax Z AjkT ik (3a)
(4,k)EY
st Y awp=1, VYjeL, (3b)
keS(4)
n, < ijkgn;:, Vk e S, 3o)
JEL(K)
zik €{0,1}, V(i k)€, (3d)

where ajj, expresses a generic® utility, [£] > |S| and [S| =
n. Note the linear objective function in Eq. (3a); here, the
constraints state that: all layers are assigned [Eq. (3b)], those
running at edge servers are within given lower/upper bounds
[Eq. (3¢c)], and decision variables are binary [Eq. (3d)].

The problem is addressed by transforming it into an equiva-
lent formulation in two steps. First, the problem is expressed as
a symmetric assignment by replacing each original server by
a virtual server that processes at most one layer. Accordingly,
S is replaced by &' = S/, US’, wherein S’, and S’ are the
sets of n;” —n; and n; virtual servers, respectively. Second, a
supersource s is added to the network and is connected to each
virtual server k£ € S’ with zero cost. This allows to express
the problem as a minimum-cost flow:

min Z —QK Tk (4a)
° (4,k)EY

s.t. Z =1, VieLl, (4b)
keS (i)

> wpp=1, VkeS., (4c)
JEL(K)

Z Tip+ g =1, VkeS,, (4d)
JEL(K)

Z xsk:m+—m, (4e)

kES!,
ngjkn V(]7k)€y7 (4f)

The meaning of the constraints is the following. Eq. (4b) and
Eq. (4c) indicate that the flow supply of each layer/server is
one unit, while Eq. (4d) states that a unitary flow eventually
reaches each virtual server. Moreover, Eq. (4e) signifies that
s is the supersource and that the flow it generates is m* —m
units, with m* = > keS nﬁ Finally, Eq. (4f) enforces non-
negative flows.

It is now possible to consider the reformulated problem ac-
cording to the duality theory [31]. To this end, the Lagrangian
function is first derived by combining the objective function

5The rest of the discussion uses such a utility according to notation com-
monly used in the literature [25], also because the analytical characterization
derived next applies to multiple assignment in general. In practice, the utility
indicates the total inference time in Eq. (1) for the problem considered here.



with the constraints through the Lagrangian multipliers. For
clarity, the multipliers are divided based on the elements they
refer to: ; for the layers [Eq. (4b)]; p, for the servers [Eq. (4c)
and (4d)], and A for the supersource [Eq. (4e)]. Accordingly,
the Lagrangian function is:

£(z,m,p,N)
= Z (—ajx + 75 + pr)wjir + Z (Pk — A)wsk
(. k)EY kS,
= m = > o= Am—m"), 5)
jeL kes’

The corresponding dual problem can then be written as:

i ) _ + _
min Z T+ Z pr — A(m™ —m) (6a)
JEL kesS’
st. m+pr>a, Y4, k)€, (6b)
A<pk, VkeS,, (6¢)

The duality theory establishes a relationship between the (orig-
inal) primal problem and the dual problem. Such a relationship
is characterized in terms of the so-called complementary slack-
ness (CS) condition, which describes how the constraints in
the two problems are binding [31]. For the multiple assignment
problem, the following variant of CS is employed.

Definition 1 [e-complementary slackness (e-CS)]. Given a

positive scalar €, an assignment X = {(j,k)|j = 1,--- ,m}

and a pair (7, p) satisfy the e-CS condition if:
7Tj+pk2ajk_67 V(]7k)€y7 (7)
7Tj+pk:ajkv v(.%k)e‘){v (8)

pr < min Vke S, A k) eX, (9

> Y2
les, 3G.nex’

Note that the e-CS condition above is expressed in terms of
the dual problem through the Lagrangian function in Eq. (5).
Such a condition allows to characterize the optimality of a
solution to the multiple assignment problem as follows.

Proposition 1 (Proposition 7.7 in [25]). Let X be a feasible
assignment for the problem together with a dual variable pair
(7, p) satisfying e-CS conditions. Then X is within me of the
optimal solution to Problem 2.

B. A Distributed Algorithm for the Multiple Assignment Problem

The previous discussion has introduced a theoretical frame-
work to characterize a solution for the multiple assignment in
Problem 2. Next, a distributed algorithm to find a near-optimal
solution is devised accordingly. The main idea is to consider
the assignment problem as in an economic system: finding
an optimal assignment corresponds to reaching an economic®
equilibrium. In this context, the pair (7, p) offers an economic
interpretation: 7v are profits associated with layers, as an
incentive for servers to run them; whereas p is the price of
a server, as the cost to run layers. These two quantities are

6 A similar analogy is employed in [25], which presents auction algorithms
to solve different types of assignment problems. This section uses the same
terminology only for clarity, whereas an analysis of economic properties of
the proposed algorithm is beyond the scope of this work.

Algorithm 1: DAMA executed at end device ¢ for each layer
j in a DNN inference task

1 Initialize 7; = @, k; = @, and p’

2ifk = @
/ J

3 k; < arg maxges{a;x fpk}

4 uj < maxpes{a;x —pL} _

5 wj < maneS\{k;}{ajk - P}

6 bj(—p';3+Uj—Wj+€

7 place bid b; for server k

8 listen for response, ACK/NACK and p,, pi, — it
J j J
o | if ACK ’

10 offload layer to server kj, m; < a; K~ P
/

11 if receive request from server k£ with bid by

12 if by —m; > €

13 m; < bk, send ACK and 7; to server k

14 send NACK and 7; to server k;

15 | offload layer to server k, k; < k

16 else send NACK and 7; to server k

then leveraged to design an auction mechanism that enforces
the e-CS condition in Proposition 1 to obtain a near-optimal
solution to Problem 2.

The proposed algorithm involves two distinct phases: a
forward auction, wherein devices place bids for edge servers
to run their layers; and a reverse auction, wherein edge servers
place bids for layers. Such an algorithm — called distributed
auction for multiple assignment (DAMA) — is fully distributed,
as it runs at both end devices and edge servers. It also operates
online, since prices are updated asynchronously as bids arrive.
Moreover, the algorithm only leverages local information, as
servers (end devices) have their own evaluation of profits
(prices). These local values, not necessarily corresponding to
the correct ones, are indicated as the vectors p/ = {p;} for
server {k = 1,...,m} at end device i for each layer j as well
as w = {m;} for layer {j = 1,...,n} from user i at server
k. All entities running the algorithm share the same value of
€, decided beforehand.

Algorithm 1 describes the operations of DAMA as executed
at end device ¢ for each layer j of a DNN inference task. The
algorithm runs each time a new DNN inference task arrives at
the device, and concerns all the DNN layers therein. Initially,
the device obtains the benefit a;; and the price p; of each
edge server k. At first, no server is assigned to the layer, so
the device makes a bid for the the server offering the highest
gain (lines 3-6). Specifically, the device identifies the server &
that provides the largest difference between the layer’s benefit
and the server price (line 3). It also obtains the actual value u;
corresponding to such a gain (line 4) as well as the second-best
value w; (line 5). These values are then employed to derive
the bid b; (line 6), which is sent to server k; (line 7). Upon
receiving a response from the server, the device updates the
local price with the up-to-date value (line 8). If the response
also contains a positive acknowledgment (ACK), layer j is
associated with server k;- (lines 9-10). Afterwards, the device
listens for bids sent by the edge servers (line 11). If a new bid
by, arrives from server k, it is accepted only if the difference



Algorithm 2: DAMA executed at server k

1 Initialize pr = 0, jr = &, k=0
2 if receive request for layer j in user ¢ with bid b;
3 | if the cardinality || < nj

4 ﬂf(—ajk—bj,jk (—]kU{j}

5 if |jx| = n

6 Pk < minlgjk air — [ﬂ'k]l

7 send ACK and pj to device ¢ accepting layer j
8 else if b; > pr + ¢

9 J < arg mingej, ay — wF

; . y :

10 Ir = ge \{dx} U{s}

11 7'(‘;-c — ajk — bj

12 Dk < Minej, aix — 7sz

13 send ACK and pj, to device ¢ accepting layer j
14 | send NACK and py to device that requested layer Jre
15 if the cardinality |jx| < n, and all layers are assigned
16 Jr < argmaxjec{ar — ﬂ;‘}

17 Uk < maneg{ajk — W?}

18 W 4= MaXjer\ {5, } LAk — 77;“}

19 b < m;, +ur —wi +€
20 place bid b; for layer jj at user ¢
21 listen for response with ACK/NACK and 7, , wfk — T,
22 if ACK

23 | accept layer jx, ji < jr U {jr}

between the bid and the profit is at least equal to € (line 12). In
that case, the device updates the layer’s profit, sends it to server
k with an ACK, and to the previously-selected server k; with
a negative acknowledgment (NACK, lines 13-15). Otherwise,
it sends the profit to server k£ with a NACK (line 16).
Algorithm 2 describes the operations of DAMA as executed
at each server k. After initializing prices and profits to zero,
the server listens for bids from devices (lines 1-14). When a
bid arrives, the server accepts the ”Z_ best layers, i.e., those
with the highest bids. In such a case, the server updates the
profit of each layer and its own price; then, it sends the updated
price to the device with an ACK (lines 3-7). If the server has
already taken nz layers for execution, it still accepts layers
but only if the difference between the bid and the price is at
least equal to e (line 8). If so, the server updates its price,
sends it to the device requesting to offload j with an ACK,
and to the device of the previously-selected layer j; with a
NACK (lines 9—-13). Otherwise, it still sends the price to device
¢ but with a NACK (line 14). Bids are then to devices if all
layers are assigned and the server has accepted less than n,
layers (lines 15-23) similar to the first part of Algorithm 1.
First, the server identifies the layer j; that provides the largest
gain, obtains the value for that and for the second-best gain,
then derives the bid (lines 16-19). It finally places the bid,
updates the local profit with the up-to-date value and possibly
the association if the response contains an ACK (lines 20-23).
The following characterizes the time complexity of DAMA.

Proposition 2. Assume that a feasible assignment ) exists for
Problem 2, with Y = ||, and that € > 0 is given. The time
complexity of DAMA is O(mY [A/e]), where m = |L| and
A = max(j pyey ik — Ming r)ey ajk.

Proof. DAMA is shown to terminate with a feasible assign-

ment first, since such an assignment exists by hypothesis.
Recall that DAMA consists of a forward and a reverse auction,
executed sequentially. Both types of auctions work similarly,
with roles and profits / prices exchanged; therefore, it is enough
to show that the forward action terminates. This can be proven
by contradiction as follows. Assume that DAMA does not
terminate; this implies that some end device placed infinite
bids for a certain layer. Since each bid increases the price of
a server by at least ¢, the price of these servers would go
to infinity, while the difference between the benefits and the
prices would reach minus infinity. As a consequence, at least
one layer remained unassigned in a finite amount of time,
which contradicts the existence of a feasible assignment.
Given that DAMA terminates, its time complexity can be
described based on two factors: the maximum number of
price increments and the maximum number of requests in
between them. First, the maximum number of price increments
occurs when end devices place bids with the minimum allowed
increase of e. In particular, such a number of increments is
equal to [A/e], where A denotes the maximum variation
in price corresponding to the updates at any end device and
server. Since a feasible assignment exists as proven earlier, all
m layers are eventually offloaded to servers, thereby leading
to a total of m[A/e] increments. Second, the maximum
number of requests between price increments corresponds
to the number of iterations for price updates, which are at
most Y < mn. The considerations above apply to both the
forward and reverse auction, resulting in a time complexity of
O(mY[A/€]). O

C. Load Balancing

The multiple assignment problem investigated so far has
a weighted sum as the objective function, thereby resulting
in a linear programming problem. This section extends the
previously-obtained results to the case of load balancing,
expressed in terms of the widely-used proportional fairness,
namely, the sum of the logarithms of utilities (i.e., bene-
fits) [32].

Problem 3 (Multiple Assignment with Proportional Fairness).
The multiple assignment problem with proportional fairness
has the following form:

rgix (i%;y log(a;jkyir) Tk (10a)
st Y ap=1, VieLl, (10b)
i€s ()
Y yp<l, VjeS (10c)
JEL(k)
zjx € {0,1}, V(. k) el (10d)
yir >0, Y, k) ey, (10e)

Where 0 2 0 - log0 by definition. The non-negative variable
y;% 1 the resource sharing fraction for layer j at server k,
with 37 2y Yjx < 1 for all servers.

Note that the multiple assignment problem with proportional
fairness is a mixed optimization problem, as y is a vector



of real variables. The following establishes a correspondence
between Problem 3 and Problem 2, so that DAMA can be
applied for load balancing too.

The main idea is that the optimal solution to Problem 3
in the vector y is the one that gives a uniform resource
allocation [33]. Accordingly, y;‘k = 1/ny where ny is the
number of users assigned to server j. As a consequence,
Problem 3 can be transformed into the following one:

max Z x; log ajr — Z ng log ng (11a)
i (j,k)eY keS
st Y mjp=mng, VEES, (11b)
JEL(K)
Y ap=1, VjeL, (11c)
kesS(4)
zp €{0,1}, V(. k)€, (11d)

which is a non-linear integer optimization problem — thus, also
NP hard [31] — where n is a new vector of integer variables.

However, the following observation allows to find an ap-
proximate solution to the problem. The optimal assignment
in the optimization problem above ensures the proportional
fairness among the utilities of the layers. In other words,
the corresponding solution also balances the assignments
(i.e., loads) among the servers. Accordingly, Problem 2 can
be leveraged to approximate the optimization problem with
proportional fairness, where the upper and the lower bounds
of n; can be estimated based on the characteristics of DAMA.
The rest of the analysis relies on the following notation:

u(z,n) = Z ik log ;i — Z ng logng = ug(x) +un(n)
(4.k)ey kes

Proposition 3. Let u(z*,n*) be the value of the objective
Sunction for the assignment obtained by DAMA and u(x*, n*)
the value of the objective function for the optimal solution to
the optimization problem in Eqgs. (11a)-(11d). If n,, < nj <
nz for all servers k, then the following holds:

u(x,n*) —u(®xin*) < m(logn+¢).

Proof. The proof first shows that the assignment obtained by
DAMA is within me of the optimal solution then derives the
bound for the reformulated version of Problem 3 accordingly.

DAMA terminates due to Proposition 2. It is then enough
to show that the e-CS conditions in Definition 1 hold upon
termination, as the optimality bound trivially follows from
Proposition 1. Consider the e-CS conditions in Egs. (7) and (8).
The following shows that, if they are satisfied at the beginning
of an iteration, they are also satisfied at the end of that
iteration. Specifically, let (7;,py) be the pair denoting the
benefit associated with layer j and the price of server k at the
beginning of an iteration for the forward auction. Assume that
server k receives a bid for layer j, previously associated with
Jk during the iteration, leading to the updated pair (77, p},).
Then, 7’ +pf, = a;i. holds due to line 10 of Algorithm 1. For
every other layer | € £ with [ # 4, 7’ —&—p;-k_ > a,i, — € holds
since m; = m and pj, > pj, for each server ji. A similar
reasoning applies to the reverse auction. It now remains to
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Fig. 2: Architectures of the DNN benchmarks considered in the
evaluation: AlexNet, NiN and VGG16.

verify that the condition in Eq. (9) holds as well. Recall that
only servers with less than n, clients participate in the reverse
auction. As a consequence, upon termination there are some
unassigned virtual servers in ST with a zero price, which is
at most the price of assigned virtual servers in the same set.
Therefore, also the last e-CS condition is satisfied and the
assignment obtained by DAMA is within me of the optimal
solution.

As a result, uy(x*) — u, (T*) < me, since n,, < nj < n,f
by hypothesis. Consequently, it is:

u(xtn*) —u(@in*) = u(x*) — up () + up(n*) — uy(n*)
< me+ u,(n*) — ug,(n™)

= me + E ny lognj — E ny logny,
kes keS

m
< me+ mlogm — mlog —
n

=m(e + logn)

IV. EVALUATION

Experiments are carried out with a custom python net-
work simulator built on top of the PyTorch [34] framework.
Three different datasets are considered: Berkeley Deep Drive
(BDD100k), containing 120M images from 100K videos cap-
tured by cameras on self-driving cars [35]; Stanford Cars
(CARS), including 16,185 images for 196 classes of cars [36];
and Canadian Institute for Advanced Research-100 (CIFAR-
100), with 60K images divided into 100 classes [37]. DNN
tasks are assumed to be independent from each other; they are
generated by the devices according to a Poisson distribution
with a mean of A;. Three widely-used DNN models for image
classification are employed as benchmarks: NiN, VGG16, and
AlexNet (Fig. 2); the thresholds 7;; for local execution are
derived accordingly.

The deployment area of the network is a square region of
500 m?. The number of devices is three times the number of
edge servers, according to [17, 30, 38]. Edge servers and
devices are static and randomly placed in the deployment
area according to a uniform distribution; all edge servers have
the same computing power. Table II reports the parameters
employed in the simulation.

In addition to DAMA, the following offloading schemes for
DNN inference are considered for comparison purposes.
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TABLE II

SIMULATION PARAMETERS
Parameter H Value ]
Deployment area 500 x 500 m
Transmission range 30 m [40]
Bandwidth (B) 22.75 Mbps [16]
Number of edge servers (n) || 30 [17, 30, 38]
Number of end devices (D) || 90 [17, 30, 38]

8 tasks/s [17]

8 double-precision FLOPS/cycle [41]
10'0 cycle/s [30]

[5, 110] ms [17]

Mean task arrival rate (\;)
Processing density (c)
Edge compute power ()
Task delay threshold (7;;)

e Minmax (MM), a modified version of Problem 1 that
minimizes the maximum execution time of all the tasks in
the network.

o« DADS, the partitioning scheme under light workload
in [16], based on the minimum weighted s-t cut of a DNN.

o DINA, the layer-wise decomposition in [17], based on swap
matching under two-sided stability.

o CoEdge, the horizontal partitioning scheme in [18], which
minimizes the energy cost of offloading subject to latency
constraints.

It is worth noting that all the schemes above excluding DADS

are distributed.

Offloading all DNN tasks is determined upon their arrival at
end devices for all schemes and intermediate data are transmit-
ted directly between edge servers. Furthermore, the following
parameters are employed for both DAMA and MM, similar
to [39]: € = 0.01, nj = [3m/n], and n;, = [0.75m/n].

A. Simulation Results

The evaluation considers the following performance metrics:
inference time, the improvement over the state of the art,
load balancing as well as fairness, and convergence7. Unless
otherwise stated, results refer to the BDD100k dataset and
individual data points are the average of twenty replications
for each experiment, with error bars representing the corre-
sponding standard deviations.

Inference Time. Fig. 3 shows the average inference time (i.e.,
the total execution time 7j;;) as a function of the number of

"Convergence as considered here refers to the time needed to find an of-
floading assignment. The related process does not affect model convergence
because it employs a pre-trained DNN as it is, without the need for re-training.

tasks for all the considered schemes (i.e., CoEdge, DAMA,
DINA, DADS, MM) and architectures (NiN, AlexNet, and
VGG16). DAMA obtains the lowest inference time in all
cases, followed by CoEdge and MM. The total inference
time of DAMA, CoEdge, and MM clearly grows with the
number of inference tasks, even though it never doubles across
consecutive values of the considered parameters. In contrast,
the inference time of both DADS and DINA increases more
significantly. This clearly demonstrates the scalability of the
proposed schemes for all the three DNN benchmarks. Clearly,
NiN obtains the lowest inference time, always below 150 ms
(Fig. 3a), as it has the least number of layers and substan-
tially smaller intermediate outputs than the other benchmarks.
Instead, the total inference time for VGG16 is significantly
higher than both NiN and AlexNet, exceeding even one second
(Fig. 3b), due to the higher number of layers and larger
convolutions.

Improvement. Figs. 4-6 show the improvement of the pro-
posed solution as the ratio between the time obtained with a
certain scheme and that of DAMA, as a function of the consid-
ered DNN benchmarks and for the considered datasets. In par-
ticular, Fig. 4 focuses on the total inference time for BDD 100K
(Fig. 4a), CARS (Fig. 4b), and CIFAR (Fig. 4c). It is clear
how DAMA performs much better than the other solutions,
with improvements between 1.14 and 2.62 for BDD100K, 1.16
to 2.42 for CARS, 1.45 to 2.68 for CIFAR. This proves that
DAMA is effective independent from the considered dataset,
while the actual performance varies more significantly based
on the specific DNN benchmark, as already shown in Fig. 3.
Fig. 5 illustrates the transmission time for the three considered
datasets. Also in this case DAMA significantly improves on the
other schemes in all cases, even though the difference between
the minimum and maximum gains are smaller than for the
total inference time. This happens as intermediate data are
directly transferred between edge servers for offloaded tasks
in all the schemes. CoEdge performs better than the other
approaches as it partitions layers horizontally, therefore, it only
requires exchanging data at the very beginning and at the end
of the offloading process to combine the output. Moreover,
DADS performs similar to MM as it splits the DNN into
two partitions only, thereby limiting the amount of data to
be transferred. The improvements for CARS (Fig. 5b) and
CIFAR100 (Fig. 5c) are slightly better than for BDD100K
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Fig. 6: Improvement of DAMA against the other schemes in terms of queuing time for the considered DNN benchmarks with the (a)
BDDI100K, (b) CARS, and (c) datasets.

(Fig. 5a) as the input/output data are smaller. Finally, Fig. 6 Load balancing and fairness. Fig. 7 illustrates the load
characterizes the queuing time for the different datasets. Again, distribution on the individual edge nodes in a network with six
DAMA outperforms the other schemes irrespective of the servers when using the (most demanding) VGG16 benchmark
considered dataset. In particular, the gain over MM is higher for all the considered schemes. Due to the different nature
than that over both DADS and DINA. This can be explained on  of such schemes, Fig. 7a reports load as number of layers
the basis of the objective function of MM, which reduces the for MM, DAMA, DINA and DADS; whereas Fig. 7a shows
variance in the computation time by increasing the chance that it as number of partitions for CoEdge, as these are formed
a task is queued. The difference in the actual results between across layers. The figure shows an uneven distribution of the
BDDI100K (Fig. 6a), CARS (Fig. 6b) and CIFAR-100 (Fig. 6c) layers for MM, DINA, and DADS. In particular, some edge
is very small for all the considered schemes. servers receive significantly more DNN layers (even more

than 1,000) than others (less than 100). Such a disparity
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servers as the number of (a) DNN layers and (b) partitions offloaded to each server.

TABLE IV
CONVERGENCE TIME OF THE DIFFERENT SCHEMES
FOR THE CONSIDERED DNN BENCHMARKS.

[ Scheme [ AlexNet [ NIN [ VGGIS6 |
CoEdge 10.56 11.22 13.49
DAMA 9.65 11.78 14.25
MM 10.94 12.18 16.05
DINA 78.49 67.56 88.43
Consensus-based || 85.23 101.59 | 120.39

results in a high inference time, as network resources are not
fully utilized. In contrast, DAMA achieves the most balanced
utilization, with layers almost uniformly distributed across
all edge servers. This indeed maximizes the network-wide
proportional fairness, implying that all DNN layers are fairly
offloaded almost irrespective of how many devices are close
to the edge servers. The distribution of partitions in CoEdge is
also uneven, as two edge servers (i.e., K = 4 and k = 6) have
much lower load than the others. However, such a distribution
is better than that obtained by MM, DINA and DADS - even
though it does not reach the level of load balancing in DAMA.

Table III reports the average of Jain’s fairness index [32]
(between zero and one, the l‘g her the better) calculated for
(Zicy lin)?

IDISIZ Wir)?)”
number of layers from user ¢ associated with server k. Such

an index is derived for the three DNN benchmarks in all
considered scenarios with respect to the related association
of devices. In line with the previous findings, DAMA obtains
the highest fairness index of about 0.9, therefore, the most
fair allocation. Also here CoEdge performs better than DADS,
MM, and DINA due to the horizontal partitioning across the
layers. DADS improves over MM and DINA as its partitioning
technique results in a lower number of layers to be offloaded
per DNN. Notably, the fairness of all schemes does not
significantly vary over the different DNN benchmarks.

edge server k as Zj = where [;;. is the total

Convergence. Table IV shows the average convergence time
as the average number of iterations needed by the different
schemes to terminate. In particular, CoEdge, DAMA, DINA
and MM are compared to a consensus-based algorithm [42]
for the considered DNN benchmarks. CoEdge is a recursive
technique; accordingly, the number of iterations here indicates
the recursion depth reached. DAMA and MM require a similar
number of iterations (at most sixteen) as MM employs a
modified version of the iterative algorithm in DAMA, which
has a polynomial time complexity (recall Proposition 2).

A FUNCTION OF THE DIFFERENT DNN BENCHMARKS.

DAMA obtains the fastest convergence time for AlexNet,
while CoEdge the best results for NiN and VGG16; however,
the difference is not significant. The number of iterations of
both DINA and the consensus-based scheme are almost one
order of magnitude higher than the other approaches. This
happens as DINA relies on swap matching; as a consequence,
each iteration involves a pair of nodes, thereby resulting in
a longer time to converge. Similarly, reaching distributed
consensus also entails a significant overhead.

B. Summary and Discussion

The obtained results have demonstrated that DAMA signif-
icantly improves over the state of the art in terms of inference
latency, irrespective of the considered DNN benchmark. It also
effectively balances the load across edge servers and converges
fast to a near-optimal assignment. These results derive from
the expressive and detailed model of the offloading process,
combined with its formulation as an assignment problem.

The theoretical premises of this work laid out a solid
foundation for load balancing in offloading DDN inference at
the edge. However, they also have some limitations. Among
them, the communication model considered a shared wireless
channel with a certain bandwidth equally divided among end
devices /edge servers, similar to [16]. Such an assumption
could be easily relaxed by considering a different bandwidth
between each pair of nodes, as in [18]. The communication
model could also be replaced with one based on rate, as that
used in [17].

Handling time-varying changes in the system parameters is
more challenging. In fact, an accurate characterization of both
communication and computation is necessary to efficiently
offload inference due to precedence constraints. Parameters
could be continuously estimated and dynamically updated over
time at the cost of additional overhead for possibly updating
offloading decisions. Varying channel conditions could be
more easily accounted for by taking a conservative approach
that considers a guaranteed (i.e., minimum) bandwidth. More
complex channel models that explicitly incorporate uncer-
tainty, as the one in [43], might be employed as well.

V. RELATED WORK

Several works in the literature have considered DNN in-
ference acceleration through the edge and (or) the cloud.
DDNN [44] employs an early-exit strategy — to stop processing



early, as long as a certain accuracy is received — to reduce
inference time in a tiered network consisting of end devices,
the edge, and the cloud. ADDA [45] and Edgent [46] jointly
apply an early-exit strategy and DNN segmentation to perform
coordinated device-edge inference. SPINN [47] also combines
an early-exit strategy with DNN partitioning but especially
targets dynamic conditions under user-defined service agree-
ments. All the works above tradeoff accuracy for inference
time and may require special training. In contrast, the approach
considered in this article targets pre-trained DNNs and allows
distributed inference with no loss in accuracy.

Different works have addressed exact inference with pre-
trained DNNs too. Among them, Neurosurgeon [19] partitions
and offloads DNN computation between mobile devices and
the cloud. Specifically, it offloads layers in a linear DNN
to the cloud by minimizing both latency and energy con-
sumption, based on real-time monitoring of network traffic.
IONN [24] divides a DNN layer-wise into multiple partitions
and incrementally offload them to edge nodes to reduce both
transmission and computation time through parallel execution.
In doing so, it applies the shortest path algorithm on the graph-
based characterization of the DNN. Shin et al. [48] extend the
IONN partition technique to obtain a fine-grained partitioning
scheme based on an efficiency metric, defined as the ratio
between the latency reduction and the transmission overhead.
DADS [16] leverages a graph-theoretic approach and splits a
DNN into two partitions, one offloaded to the cloud and the
other to the edge. In particular, DADS determines two types
of graph cuts: one to minimize latency for light workloads
and another to maximize throughput for heavy workloads. The
solutions mentioned above leverage centralized algorithms;
instead, the solution developed here is distributed.

Finally, a few works have explicitly targeted exact dis-
tributed DNN inference. MoDNN [49] considers mobile de-
vices connected through high-rate WiFi links forming a local
cluster. Specifically, MoDNN aims at reducing the synchro-
nization overhead of the devices as they collectively carry out
inference tasks through different DNN partitioning schemes.
DINA [17] introduces an adaptive partitioning algorithm to
split a DNN with sub-layer granularity. It also includes a
distributed offloading technique based on matching theory,
namely, a swap-matching algorithm that targets reducing the
total inference time. DeepThings [50] devises a partitioning
technique that fuses the feature maps in convolutional layers
to enable their synchronized execution at multiple edge nodes
through a work-stealing algorithm. Similarly, CoEdge [18]
applies an adaptive technique that partitions convolutional
layers horizontally and offloads them to edge nodes. Moreover,
it carries out cooperative inference by minimizing the energy
cost for both computation and communication, subject to dead-
line constraints. CoopAl [51] employs dynamic programming
for partitioning multiple layers, which are grouped into a block
and processed in a round. Edge devices work together on the
blocks and the intermediate results are obtained by prefetching
extra data. EDGE-LD [52] leverages a MapReduce paradigm
to divide a DNN workload among heterogeneous edge devices
based on a profiling model that considers both execution time
and used bandwidth. A layer fusion scheme is also proposed to

reduce the communication overhead. Despite being distributed,
all these solutions either leverage heuristics or frameworks that
do not provide strong optimality guarantees. In contrast, the
theoretical framework developed in this work achieves near-
optimal DNN inference offloading at the edge.

Distributed assignment problems have been extensively in-
vestigated in other scenarios, including wireless networking
and distributed computing [39, 53, 54]. Xu et al. [39] propose
a distributed auction algorithm to decide how to associate
clients to access points in mm-wave communication. Lee et
al. [53] develop a framework based on deep learning to solve
constrained optimization problems in a distributed fashion,
then apply it to resource allocation in wireless networks.
Castellano et al. [54] introduce a distributed algorithm based
on max-consensus to assign resources to applications in an
edge infrastructure. In contrast, this article is the first to model
and optimally solve the problem of offloading inference with
pre-trained DNNs in the context of edge computing.

VI. CONCLUSION

This article presented a model and an optimization problem
to offload DNN inference in edge networks with load balanc-
ing. In particular, a detailed model of the offloading process
was devised and the corresponding problem was formulated
as a multiple assignment that maximizes proportional fairness.
A distributed auction algorithm (DAMA) was introduced ac-
cordingly; its optimality as well as time complexity were also
analytically characterized. Results from extensive simulations
in realistic settings demonstrated that DAMA is more efficient
than the state of the art, achieving near-optimal performance
according to the analytically-derived bounds. In particular,
DAMA obtains the lowest total inference time for widely-used
DNN benchmarks, as well as the highest fairness with a Jain’s
index of 0.9. Moreover, DAMA requires only a very limited
number of iterations to offload DNN layers to edge servers.
A promising future work is represented by evaluating DAMA
in an edge testbed with heterogeneous resource-constrained
devices and by considering sub-layer partitioning of DNNss.
Ensuring security and privacy of offloading through distributed
ledger technologies is also another interesting research direc-
tion.
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