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1Department of Signal Processing & Acoustics, Aalto University, Espoo, Finland.
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The spatial speech reproduction capabilities of a KEMAR mouth simulator, a loudspeaker,
the piston on sphere model and a circular harmonic fitting are evaluated in the near-field. The
speech directivity of 24 human subjects, both male and female, is measured using a semi-
circular microphone array of radius 36.5 cm in the horizontal plane. Impulse responses are
captured for the two devices and filters are generated for the two numerical models to emulate
their directional effect on speech reproduction. The four repeatable speech sources are eval-
uated through comparison to the recorded human speech both objectively, through directivity
pattern and spectral magnitude differences, and subjectively, through a listening test on per-
ceived coloration. Results show that the repeatable sources perform relatively well under the
metric of directivity but irregularities in their directivity patterns introduce audible coloration
for off-axis directions.

0 INTRODUCTION

A primary application of virtual and augmented reality is
that of telepresence, a technology that allows two or more
individuals in separate physical locations to communicate
as if they were in the same space [1]. A core requirement
for immersive telepresence is the plausible reproduction
of human speech, not only in its intelligibility but also in
the spatial properties of its sound field. For reproducing
spatially plausible human speech, there are two primary
methods: using an electroacoustic driver capable of emu-
lating the sound field produced by speech, such as a mouth
simulator or a loudspeaker, which would allow the speech
source to be present in real life, or synthesizing the direc-
tivity of the speech numerically, and presenting the speech
source over headphones.

In immersive applications which try to emulate the
acoustics of peripersonal scenes, scenarios where individ-
uals are spatially within “arms reach” of one another, the
near-field of speech is of particular interest [2]. Sounds
presented in the peripersonal space have been proven to
strengthen an individual’s engagement with audiovisual
stimuli [3]. Hence, reliable and plausible methods for re-
producing near-field speech could improve intimacy [4] in
telepresence and virtual reality applications, but remains
uninvestigated.

In this study, the near-field properties, namely directivity
and speech coloration, are evaluated for two speech repro-
duction devices and two numerical methods. The devices

evaluated are a GRAS 45BC KEMAR Head & Torso with
Mouth Simulator and a Genelec 8020B Loudspeaker. The
numerical methods are the analytical model of a piston on
a sphere and a measurement-based model generated by fit-
ting circular harmonics on measured directivity data. The
KEMAR mouth simulator has been chosen for its detailed
anthropomorphic design, a design that is intended to re-
peatedly reproduce speech recordings which include the
near-field self-scattering effects from the head and chest
of a human speaker [5]. The loudspeaker has been chosen
as a more accessible option due to its widespread use in
acoustic measurements. It is known for a having a smooth
directivity and has a relatively low cost when compared to
laboratory mouth simulators. The piston on sphere model
(PoS) is a physical model commonly used for studying
speech directivity [5, 6]. It includes a piston, approximat-
ing the mouth source, mounted on a rigid spherical baffle,
approximating the head. Far-field and near field directiv-
ity and scattering effects are easily parameterized in the
model, in terms of the diameter of the mouth/piston and
head/sphere. Finally, the measurement-based model makes
use of real speech directivity data acquired in the horizon-
tal plane, averaged over many subjects, on which circular
harmonics are fitted in order to synthesize directivity filters
efficiently during run-time. This model is herein termed the
circular harmonic (CH) decomposition model.

This paper is laid out as follows. Section 1 presents a
background on repeatable speech in the near-field, provid-
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ing further motivation for this study. In Section 2, near-
field human speech is recorded for 24 individuals (12
male, 12 female), followed by directivity measurements
of the GRAS 45BC KEMAR with mouth simulator and a
Genelec 8020B loudspeaker, performed in the same mea-
surement setup. In addition, directivities are also synthe-
sized from the analytical PoS model and a CH decomposi-
tion process, as potential “virtual only” repeatable speech
sources. Section 3 then presents an evaluation of the repeat-
able speech sources. An objective evaluation is first per-
formed through comparison to an average of the recorded
human speech, using directivity measurements and col-
oration. A perceptual evaluation is then performed through
a listening test to compare between the various methods
and evaluate the audibility of differences. The results of the
evaluation are discussed in Section 4, with the best suited
near-field repeatable speech source established, before the
paper is concluded, along with further work, in Section 5.

1 BACKGROUND

The development of reproducible speech devices is in-
trinsically connected to the initial studies on the sound field
of speech around the human head, or speech directivity
[7, 8]. A considerable amount of research has been pub-
lished relating to speech directivity including large direc-
tivity samples [9], directivity while singing [10, 11, 5], the
directivity of low and high levels of speech [11], the di-
rectional characteristics of specific phonemes [12, 13], as
well as modern methods to capture [14, 5] and spatially
up-sample [15] speech directivity.

In order to aid these studies, the anthropomorphic mouth
simulator and piston on sphere model was proposed [8] and
improved [16, 17]. The mouth simulator was eventually
standardized [18] as a repeatable measuring device for the
near and far-field reproduction of speech. The mouth simu-
lator and piston on sphere model have been used to aid the
development of speech telecommunications systems [6],
measure speech intelligibility [19] and simulate one’s own
speech in a room [20]. The mouth simulator is usually inte-
grated into a head and torso simulator which also includes
binaural recording capabilities [21], and is used extensively
in the field of hearing research and in the development of
mobile phones. The piston on sphere model has been used
for the study of loudspeaker design [22].

A comparison was performed between the directivity
of average speech and a mouth simulator [19] in the far-
field, but it only studied a single male subject up to fre-
quencies of 2 kHz. Comparisons have also been made be-
tween the Brüel and Kjaer 4128 head and torso simula-
tor (HATS), the PoS model and specific mouth configu-
rations of singers, revealing good directivity matching for
one normal mouth configuration [5]. The KEMAR mouth
simulator has been compared to the PoS model in terms of
directivity up to 6.5 kHz for four frequency bands [23].
Furthermore, the KEMAR 45BC was shown as capable
of reproducing speech authentically [24], while using a
larger sample of subjects as well as more objective eval-
uation methods. However, it only investigated the frontal

direction and not directivity. This paper does not focus on
the performance of the mouth simulator for the purposes
of speech intelligibility, as mouth simulators have already
been proven to work adequately for these kinds of tasks
[14].

Methods for acoustic holography [25] used for captur-
ing, analyzing, and emulating the radiation properties of
sources [26] have been applied to the directivity of speech
using arrays of microphones [13, 15, 14]. By decompos-
ing the discrete pressure surface emanating from a speaker
using a set of orthonormal basis of functions, the continu-
ous definition of speech directivity patterns can be recon-
structed up to some spatial aliasing limit.

Human spatial hearing acts differently in the near-
field. Though interaural time differences are relatively un-
changed in the near-field, interaural level differences be-
come much greater below 1 m due to the increase in acous-
tic shadowing caused by the head [27], as do spectral de-
viations [28]. However, it remains uninvestigated how the
directivity of reproducible speech sources acts in the near-
field. It may be that differences in size, geometry and
acoustical radiation patterns greater accentuate the direc-
tional differences between repeatable speech sources and
human speakers, meaning it is harder to achieve authentic
speech reproduction in the near-field.

In this study, speech directivity is evaluated using
monoaural signals. It was not physically possible to cap-
ture both directivity of a speech signal and its binaural
recordings simultaneously, as this would require having
an array of microphones and a binaural dummy-head in
the same exact position at the same time. Nevertheless,
the monoaural properties captured in this study should re-
flect the spatial perception of the studied near-field speech
sources sufficiently, as in previous studies [6, 5].

2 METHODS

2.1 Reproducible Speech Measurements
To assess the near-field performance of the KEMAR

mouth simulator and Genelec loudspeaker as repeatable
speech sources, near-field speech of human speakers and
near-field impulse responses (IRs) of the devices were cap-
tured for multiple directions.

The measurement setup involved a semi-cylindrical mi-
crophone array suspended inside a fully anechoic room.
The structure supporting the microphone array, presented
in Fig. 1a, was a 36.5 cm radius plastic ring which hung
horizontally from the ceiling. The vertical height of the
ring was adjustable through a pulley system and calibrated
to be horizontal using a Bosch GLL 3-80 self-leveling line
laser. The ring was also tied to the floor through elastic rub-
ber cords which prevented it from moving sideways while
also absorbing any potential vibrations from the floor. The
dimensions of the ring were chosen because they allowed
standing subjects to comfortably fit inside while also al-
lowing to record speech at a distance significantly within
the near-field.
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(a) Participant during speech recording

(b) DPA microphone placement

Fig. 1: Anechoic measurement setup for recording human
speech using a vertically-adjustable semi-cylindrical DPA
microphone array.

Though some evidence indicates that directivity of frica-
tive sounds can be slightly asymmetric [13], the directivity
of speech was assumed to be symmetric along the forward-
looking direction [5, 14], and therefore speech was cap-
tured for a semicircle in the horizontal plane. On the ring,
nine DPA 4060 miniature omnidirectional microphones
were arranged from a 0° direction, in 22.5° increments, un-
til 180° as shown in Fig. 1b. The number of microphones
was chosen based on the requirements for a 7th order CH
decomposition, as described further in Section 2.3. To min-
imize reflections from the ring itself, the microphones pro-
truded inwards from the ring by 1 cm and the ring itself
was covered with absorption material. The microphone ar-
ray signals were interfaced into a computer at a 48 kHz
sampling rate through a RME Fireface UFX+ and an RME
Octomic interface synced together via a MADI connection.
In the computer, the signals were recorded in the Cockos
Reaper DAW and then exported to MATLAB for process-
ing and analysis.

The frequency response of the DPA microphones was
equalized to match the response of a reference G.R.A.S.
46AF 1/2” free-field measurement microphone with a flat
frequency response [29]. Firstly, both microphones were

(a) Calibration setup

(b) The measured, inverted and resulting equalized frequency
response

Fig. 2: Calibration of the DPA 4060 microphones using the
GRAS 46AF measurement microphone.

aligned, as demonstrated in Fig. 2a, and an IR was mea-
sured for both microphones using a small 1 1/2” loud-
speaker at the center of the ring with the swept-sine tech-
nique [30]. Next, the response of the reference microphone
was deconvolved from the microphones in the array, and
finally equalized using Kirkeby regularization [31] with
in- and out-band regularization parameters of 10 dB and
24 dB respectively between 1.5 and 16 kHz, with no oc-
tave smoothing, as shown in Fig. 2b. The levels of all array
microphones were matched to within ± 0.5 dB.

For the repeatable speech source measurements, the de-
vices were centered in the microphone array according to
their acoustic center, which for the subjects and KEMAR
was defined to be the mouth [5], and for the loudspeaker its
frontal baffle. This approach minimizes spatial aliasing ef-
fects in the CH decomposition approach described in Sec-
tion 2.3 due to reduced time-of-arrival differences between
microphone signals [26].

2.1.1 Anechoic Speech Recording
The speech of 24 human subjects (12 male and 12 fe-

male) was recorded using the microphone ring in an ane-
choic chamber at Aalto University, Espoo, Finland. Of all
recorded subjects, only 4 were native English speakers. As
shown in Fig. 1a, subjects stood inside the ring facing the
0° microphone, with their mouths laser-aligned to the cen-
ter of the array. Subjects stood up to avoid potential re-
flections from their laps. The height of the ring was ad-
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Fig. 3: KEMAR with mouth simulator inside the semi-
cylindrical microphone array.

justed individually to each subject’s mouth. Furthermore,
subjects were instructed to stand still, although small head
movements were expected and accepted as a part of natural
speech.

The spoken content recorded for each subject was the
first set of 10 phonetically balanced “HARVARD” sen-
tences [32]. Subjects repeated the set of sentences four
times at normal speaking levels. The reason for the repe-
titions was to allow subjects to become more familiar with
the phrases, such that they could speak progressively more
naturally. During the recordings, subjects also wore an in-
ear monitor through which they were cued when to speak,
as well which sentence of the set they should repeat. Once
the sentence was spoken, the next sentence in the set would
then be presented. For the first two repetitions of the set
of sentences, the subjects were allowed to hold and read a
piece of paper containing the set of phrases. For the last
two repetitions, the paper was taken away such that the
sentences were repeated solely after being cued by the in-
ear monitor. The position of the subjects were checked be-
tween sets for possible misalignment, and corrected if nec-
essary. From the four sets of repetitions, the last repetition
was kept for it was usually the most natural of all four per-
formances.

2.1.2 Mouth Simulator Measurements
The G.R.A.S. KEMAR 45BC head & torso with mouth

simulator was placed in the middle of ring in a similar fash-
ion to the human subjects, facing the 0° microphone with
its mouth in the center of ring, as shown in Fig. 3.

The mouth simulator was equalized to a flat response at
the position of the frontal microphone of the array using
a G.R.A.S 46AF 1/2” free-field microphone calibrated to
94 dB at 1 kHz. The microphone was placed 36.5 cm away
from the lips of the manikin instead of 2.5 cm, as recom-
mended from the manual [21], in order to reconstruct the
recording conditions of the speaking subjects. The level of
the manikin was then set to 94 dB at 2.5 kHz, the minima

Fig. 4: The measured, inverted and resulting frequency re-
sponse of the KEMAR 45BC mouth simulator equaliza-
tion.

of the magnitude frequency response. For the equalization,
Kirkeby regularization was applied with in- and out-band
regularization parameters of 0 dB and 30 dB respectively,
between 80 Hz and 13 kHz with no octave smoothing.
Fig. 4 presents the measured, inverted and resulting equal-
ized frequency response.

Impulse responses of the KEMAR mouth simulator were
captured using the swept-sine technique between the equal-
ized mouth and all 9 microphones of the array. Impulse
responses were captured from the KEMAR, instead of di-
rectly reproducing speech through the device, to minimize
the effects of noise on the further evaluation steps and im-
prove its perceived directional quality.

2.1.3 Loudspeaker Measurements
A Genelec 8020B loudspeaker was also measured as a

near-field speech source. The frontal baffle of the loud-
speaker was positioned in the middle of the ring with the
height of the ring adjusted to its acoustics center between
the woofer and tweeter cones of the speaker. The loud-
speaker was equalized using the same technique as for the
KEMAR, and IRs were also measured in similar fashion to
the KEMAR in the previous section.

2.2 Piston on Spherical Baffle
An analytical model previously used to emulate the

sound radiation of human speech, is a piston on a rigid
spherical baffle [8]. The rigid sphere is supposed to emulate
the scattering effects of the head while the piston is sup-
posed to emulate the flow of air through the mouth during
speech. Assuming the geometry of the sphere and piston is
axis-symmetric, the pressure around this model centered at
the mouth can be described by:

p(r,φ) =
iρ0cW

2

∞

∑
n=0

[
Pn−1(cosα)− Pn+1(cosα)

]
hn(krc(r))

h′n(kR)
Pn(cosφ

′(φ)) (1)

where i is the imaginary number, k is the wavenumber, ρ0
is the density of air, c is the speed of sound, and W is the

4 ,



piston’s velocity in the normal direction. Furthermore, R is
the radius of the sphere, and α is the radius of the vibrating
piston. Since the origin is centered at the mouth instead of
the head, rc is the distance from the center of the sphere as
a function of r, the distance from the mouth, or

rc(r) =
√

R2 + r2 + 2Rr cosφ ′, (2)

while φ ′ is the angle from the frontal axis centered at the
head as a function of φ , the angle from the frontal axis
centered at the mouth, or

φ
′(φ) =

{
arcsin( r

rc
sin(π − φ)), for φ = [−π

2 ,
π

2 ]

π − arcsin( r
rc

sin(π − φ)), for φ = (π

2 ,
3π

2 )
.

(3)

Finally, Pn and hn refer to Legendre polynomials of degree
n and spherical Hankel functions of order n, with (′) indi-
cating its derivative, The radius R for the sphere was de-
fined as 95 mm and the radius α for the piston as 9 mm
as previously implemented by [6]. The implementation of
this methods was verified by comparing and matching the
results presented in [22].

2.3 Circular Harmonic Decomposition
The 2-dimensional directivity pattern for some plane of a

source can be expressed as a Fourier series representation:

D(φ) =
∞

∑
m=−∞

γm Φm(φ) (4)

where Φm corresponds to the orthonormal set of circular
basis functions of order m or

Φm(φ) =
1√
2


√

2cos(mφ), for m > 0
1, for m = 0√

2sin(|m|φ), for m < 0
(5)

and γm are the Fourier coefficients of the decomposed di-
rectivity [17]. In practice, this expansion is limited to an
order M which minimizes truncation error and spatial alias-
ing, where 2M + 1 sampling points are required to recon-
struct basis functions of order M.

Directivity patterns produced from speech averages, as
described in Section 3, can be fitted to a set of circular har-
monic basis functions providing there are sufficient sam-
pling points. As the directivity captured by the array of mi-
crophones was assumed to be symmetric along the forward
facing direction, the pressure of 7 microphones of the array
were mirrored along the x-axis defining the pressure over
an entire circle and allowing for a 7th order CH decompo-
sition.

The computation of the Fourier coefficients γ from the
discrete sampled directivity measurements can be per-
formed through the least-squares solution [17] to:

d(k) = ΦΦΦ γγγ(k) (6)

where d is now a vector of a size Q ≥ 2M + 1, Q is the
number of sample points, containing the frequency depen-
dent directivity values, ΦΦΦ is a Q× (2M + 1) matrix con-
taining the circular harmonic basis functions at the position

Fig. 5: Long-term average frequency spectrum with 1⁄3 oc-
tave smoothing for speech and microphone self-noise for a
single subject.

of the sensors, and γγγ is a vector 2M + 1 containing Fourier
coefficients up to order M.

2.4 Directivity Implementation
To emulate the directivity effects of the various devices

and methods on speech, the recorded speech for the frontal
direction of the 24 subjects was convolved with the mea-
sured IRs of the KEMAR and loudspeaker, as well as the
filters derived from the PoS model and CH decomposition,
for the other 8 directions.

The long-term average spectrum and microphone noise
floor for the speech recording of a subject is presented
in Fig. 5. For rear-incident directions, the noise became
slightly audible because the signal-to-noise ratio at high
frequencies decreases due to the acoustic shadowing ef-
fects of the head. The process of capturing IRs for the KE-
MAR and loudspeaker reduced the measured level of the
noise produced by these devices as well as the inherent mi-
crophone noise. Furthermore, the filters derived from the
model and decomposition inherently do not contain noise.
To match the noise quality between the recorded speech
and the directivity-synthesized speech from the devices and
sources, portions of recorded silence containing noise from
each microphone of the array were added to the corre-
sponding speech directions. The spectrum and RMS of the
added noise matched that of the original recordings.

3 EVALUATION

The repeatable speech sources were evaluated through
objective and subjective comparisons with the speech from
recorded subjects. The metrics used for objective compar-
isons were speech directivity and spectral differences. For
subjective comparisons, a MUSHRA listening test was per-
formed.

Though speech signals contain a variety of noise-like,
impulsive, and harmonic components, and the spectrum of
speech varies rapidly and dynamically with time, it is com-
mon to analyse speech directivity through the average of its
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Fig. 6: Speech directivity comparison between the different tested repeatable speech sources, where PoS and CH denote
Piston on Sphere and Circular Harmonic, respectively.

magnitude spectrum. The recorded speech was processed
in overlapping frames of 1 second at a sampling frequency
of 48 kHz with a hop size of 3/4 of a frame. To avoid pro-
cessing significant pauses, an equivalent sound level (Leq)
of the frame was calculated as:

Leq = 20log

[
1
T

T

∑
t=1

(
p[t]
pref

)2 ]
(7)

where p corresponds to the pressure of the speech signal
and pref is the reference sound pressure of 20−5 pascals.
If the Leq dropped below a 50 dB threshold, a pause was
assumed and the frame was omitted from processing. If no
pause was assumed, a Hann window was applied to the
frame and then transformed into the frequency domain. Fi-
nally, the magnitude of all speech windows was averaged
and analyzed by frequency.

3.1 Directivity Patterns
A well established method for analyzing the radiation of

speech is that of its directivity pattern. This directivity pat-
tern is defined in decibels DdB as the ratio between the aver-
age frequency magnitude for sound radiated in a direction
of interest and the sound radiated in the frontal directions,
or:

DdB(φ) = 20log10

( |H(φ)|
|H(0◦)|

)
(8)

where H corresponds to the frequency domain transform
of an IR or the average magnitude of speech spectra, and φ

is the angle from the frontal direction.

The average directivity pattern from Eq. (8) was ob-
tained for the recorded subjects, KEMAR, loudspeaker,
PoS and CH model. Before estimating the directivities in
decibels, the directivities in the linear scale were aver-
aged in 1/3 octave wide bands for 7 center frequencies.
Fig. 6 graphically presents these directivities in a polar
form to communicate the spatial distribution of the radi-
ating source. Because the directivity of speech is assumed
to be symmetrical, the presented polar plots mirror the di-
rectivity along frontal direction.

An expected trend is observed among the directivity pat-
terns. At low frequencies, the directivities of the sources
tend toward omnidirectional due to the size of the produced
wavelength being larger than the size of the source. As the
frequency increases and the wavelength becomes propor-
tional to the size of the radiating element (average mouth
opening, loudspeaker driver, piston), the scattering of the
source’s body becomes more prominent and the sound field
radiated by the source becomes more directive. In regards
to the speech directivity results, -6 to -20 dB differences
are seen between front and rear directions from 250 Hz to
8 kHz respectively, and -3 to -12 dB for lateral directions.
Also, at 1 kHz, a small back lobe can be observed.

3.2 Spectral Magnitude Difference
Another way to compare reproducible speech sources is

the difference between their spectral magnitude for various
radiating directions. In the case of speech sources, this dif-
ference is calculated between the recorded speech, which
is assumed as the reference, and a source of comparison.

6 ,



The spectral magnitude differences are then estimated in
decibels by:

coloration(φ) = 20log10

(
|HKEMAR(φ)|
|HSubjects(θ)|

)
(9)

The average spectral coloration was evaluated for the
four tested repeatable speech sources with respect to the
speech recorded from human subjects. Fig. 7 presents the
coloration results for all recorded angles.

All tested speech sources produced minimal coloration
below 800 Hz. The mouth simulator produced relatively
low spectral magnitude differences in general, though with
sharp peaks around 9 kHz at lateral directions as well as
high frequency roll off at rear directions. The coloration
produced by the loudspeaker was mainly notches that were
wide in bandwidth at some directions, and occurred most
prominently at the lateral directions. The PoS model pro-
duced relatively similar magnitude responses to the mea-
sured human speakers at mid-high frequencies, with the
exception of the rear direction, however with the most pro-
nounced high frequency roll-off. The CH decomposition
produced the least colored responses overall.

3.3 Subjective Evaluation
Finally, in order to subjectively evaluate the KEMAR

mouth simulator as a perceptually-plausible human person
speaking in the near-field, a MUSHRA listening test [33]
was performed.

3.3.1 Test Paradigm
The reference stimuli were samples from the recorded

male and female speech from Section 2.1.1, as these
recordings were assumed to contain the natural directional
sound qualities of human speakers. For each MUSHRA
slide, the subjects were required to compare the reference
with the speech reproductions from the KEMAR mouth
simulator, the loudspeaker, as well as speech synthesized
with the directivity of the PoS model and CH decompo-
sition filters, for all nine recorded radiation angles. After
two training slides, each radiation angle was tested 3 times
so the entire test involved 27 MUSHRA slides. As spec-
ified in Section 2.4, noise from the microphones of the
original speech recordings were added to the other stimuli
to match the quality of the reference recordings. Subjects
were asked to rate the perceived coloration, the dissimilar-
ity in timbre between stimuli [34], for various stimuli on
a continuous scale from 0 to 100 with respect to the refer-
ence. A verbal scale was included with the terms: Same,
Similar, Somewhat Similar, Somewhat Dissimilar, and
Dissimilar, next to the continuous scale at scores 10, 30,
50, 70, and 90, respectively. The stimuli presented to the
listeners was monophonic in format, as opposed to binau-
ral, to prevent adding potential extra coloration as well as
wrong localization cues due to non-individualized HRTF
mismatches. Amongst the stimuli, there was also a hidden
reference and anchor, which was produced by applying a
3.5 kHz cut-off low pass filter to the reference. The A-
weighted RMS between all stimuli was matched individ-

Fig. 7: Average coloration between the speech of 24 sub-
jects and the speech reproduced by the mouth simulator,
loudspeaker, piston on a sphere model and circular har-
monic decomposition filters for various angles.

ually for each direction. The listening test was performed
in quiet listening booths with Sennheiser HD 650 head-
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Fig. 8: Violin plots of the listening test results for all tested angles and repeatable speech sources, where PoS and CH
denote Piston on Sphere and Circular Harmonic, respectively.

phones, calibrated following the ITU-R BS.1534-3 stan-
dard [33]. Stimuli and conditions were randomised and
presented double blind, and each tested direction was re-
peated three times.

3.3.2 Results
Twelve participants aged between 19 and 37 (2 female

and 10 male) took part in the experiment, with self reported
normal hearing and prior critical listening experience (such
as education or employment in audio or music engineer-
ing).

The results of two participants were excluded from anal-
ysis due to consistently high ratings of the anchor, as rec-
ommended in [33]. The results of the listening test are pre-
sented as violin plots [35] in Fig. 8 for all tested angles.
Violin plots display the density trace and box plot together,
which better illustrates the structure of the data than tradi-
tional box plots. The data was tested for normality using
the Shapiro-Wilk test. Even excluding the reference and
anchor data, not all data was shown to be normally dis-
tributed. Therefore non-parametric statistical analysis was
conducted.

Friedman tests were conducted to assess whether there
were statistically significant differences between the rat-
ings of different stimuli, with results for the anchor ex-

cluded. The tests were highly statistically significant for
all angles (p < 0.001) except φ = 0°: χ2(4) = 5.99, p =
.199 and φ = 22.5°: χ2(4) = 15.7, p = 0.004, though the
significance at φ = 22.5° falls comfortably within a 95%
confidence interval. Note that due to the equalization of the
repeatable speech sources to φ = 0°, no significant differ-
ences at frontal angles were expected.

Looking at the results for the different tested repeat-
able speech sources, it is clear the Mouth Simulator was
rated as considerably different from the Reference for
most tested angles, the Loudspeaker and CH Decomposi-
tion were the closest rated to the reference, and the PoS
Model was perceived as the most different for 5 out of
the 9 tested angles. To test the statistical significance,
post-hoc Wilcoxon signed rank tests using the Bonferroni-
Holm correction were conducted; the results of which are
presented in Fig. 9. At φ =≥ 90°, none of the tested re-
peatable speech sources were indistinguishable from the
recorded speech (p > 0.05). At frontal incidences how-
ever, the Loudspeaker produced statistically significantly
similar rendering to the recorded speech at a confidence
interval of 95% (p < 0.05).
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Fig. 9: Wilcoxon signed rank (with the Bonferroni-Holm correction) matrix plots of the listening test results for all tested
angles and repeatable speech sources, where PoS and CH denote Piston on Sphere and Circular Harmonic, respectively.

4 DISCUSSION

The directivity patterns shown in Fig. 6 are in general as
expected. These directivity results follow similar trends as
those presented in previous far-field studies of speech di-
rectivity [7, 9, 11], though further work would be required
to evaluate the differences between repeatable near- and
far-field speech reproduction.

All evaluated sources emulate speech directivity well be-
low 1 kHz, above which variations are seen for the mouth
simulator, KEMAR and PoS model. The directivity of the
mouth simulator differs from speech for lateral directions
either by more energy at 1 kHz, or less energy at 2 and
4 kHz. This differs from the findings presented in [6],
which found mouth simulators to be more directive than
human speech at high frequencies. These differences may
be because those measurements were conducted at 1 m,
in the far-field. The mouth simulator also produces less
energy at rear directions at 4 kHz. From 1 kHz onwards,
the loudspeaker displays less energy and is more directive
than speech for all off-axis directions. Besides its back-
wards radiation at 2 kHz, the directivity of the loudspeaker
is smooth for all frequencies. The PoS model follows the
trend of speech directivity for all directions until about

4 kHz, from which it becomes increasingly more direc-
tive with the exception of a narrow but strong back lobe
at 8 kHz. As expected, the directivity of the CH decompo-
sition closely follows the average speech directivity, as the
model is derived from data from on the latter.

The spectral magnitude difference results from Fig. 7 in-
dicate minimal coloration for frontal directions, which is
to be expected due to the equalization to the frontal direc-
tion. Timbral mismatches between the reference and other
sources become increasingly significant towards lateral and
rear directions. For lateral directions, the mouth simulator
shows more energy at 1 kHz and less energy at 2 kHz,
results which match the directivity results of Fig. 6. The
strong coloration around 9 kHz, which seems unaccounted
in the directivity plots, may be an artefact of the frontal-
only equalization. A diffuse-field equalization approach
may improve this, though at the expense of greater frontal
coloration. The loudspeaker showed strong coloration at
the lateral directions, which is reflected by the narrow di-
rectivity observed in the directivity plots (see again Fig. 6).
The strong coloration of the PoS model at the rear direction
is likely explained by the large back lobe in the directivity,
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whereas the CH decomposition was the least colored of the
four tested methods.

Results for the subjective evaluation presented in Fig. 8
indicate that listeners were not able to discern major dif-
ferences between the reference and the rest of the sources
for the two tested frontal directions. This observation is
supported by the p-values for φ = 0° and 22.5° which are
larger than .001, failing to reject the null-hypothesis and
suggesting no significant perceptual differences between
stimuli, though the φ = 22.5° direction was significant at
a confidence interval of 95%. This is expected, consider-
ing the re-recorded speech samples were equalized to the
frontal microphone of the human speech samples.

However, for lateral and rear directions, the results show
that listeners were able to discern between reference speech
and other sources. Starting from 45°, p-values below .001
indicate highly-significant perceptual differences. Still, lis-
teners gave alternative sources mid-high ratings, such as
Somewhat Similar, on the verbal scale, which suggests
that their speech reproduction quality was not necessar-
ily poor. These listening test results correlate with the
trends presented in Fig. 7, supporting the hypothesis that
coloration affects the quality of perceived speech, and are
not unexpected considering human sensitivity to timbral
variances in speech perception [36, 37]. The combination
of Fig. 7 and Fig. 8 suggests that listeners were less sen-
sitive to negative coloration, i.e. notches in the frequency
response, as opposed positive coloration, i.e. peaks in the
frequency response, something that has been reported be-
fore [38].

In summary, the circular harmonic decomposition ap-
pears to be an efficient method, performing well in the
tested metrics. However, as it requires extra technology
for real-time implementation, such as low latency head-
tracked dynamic binaural rendering, it is not the most prac-
tical option. Based on the results of the subjective eval-
uation, an approximately head-sized high-quality monitor
loudspeaker such as the tested Genelec model may be a
reasonable choice for a speech source in the absence of a
proper mouth simulator. Further in-situ tests should be con-
ducted to confirm this, though.

5 CONCLUSION

This study has evaluated the near-field directivity accu-
racy of four methods for reproducible speech, which could
be beneficial for immersive telepresence applications, in-
ducing a higher level of intimacy and immersion. The
methods evaluated have included two physical; a mouth
simulator and traditional loudspeaker, and two numerical;
a piston on a sphere model and a circular harmonic decom-
position.

Near-field speech directivities have been captured for 24
human subjects, and compared with the directivities of the
four repeatable speech methods both objectively, through
directivity patterns and spectral magnitude difference cal-
culations, and perceptually, through a listening test on per-
ceived coloration. The results have shown that, while there
are few perceived differences for frontal directions between

reference speech and properly equalized sources, sources
with non-smooth directivities can introduce audible col-
oration into directional speech, spectral peaks in lateral and
rear directions are perceived as more colored than spectral
notches. The closest near-field directivities were produced
by the circular harmonic decomposition method and mouth
simulator, however the least coloration was perceived in
the circular harmonic decomposition method and the loud-
speaker.

The measurements and renders used in this study were
obtained at a single radius of 36.5 cm. Future work could
conduct perceptual comparisons of the repeatable speech
sources between the near-field and far-field, at distances
starting from the extreme near-field (speaking just in front
of the ear).

Finally, the repeatable speech sources evaluated in this
study were all perceived with statistically significantly
greater coloration than the recorded human speech at an-
gles greater than 90°. However, the extent to which the non-
authentic off-axis speech reproduction would affect realis-
tic application scenarios, such as in-situ augmented real-
ity scenarios with both real and virtual speech sources, re-
mains unknown. Future work could assess the plausibility
of repeatable speech to determine the ‘minimum require-
ment’ threshold of reproduction accuracy.
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