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ABSTRACT

Flutter echo is a well-known acoustic phenomenon that oc-
curs when sound waves bounce between two parallel reflective
surfaces, creating a repetitive sound. In this work, we introduce
a method to recreate flutter echo as an audio effect. The proposed
algorithm is based on a feedback structure utilizing velvet noise
that aims to synthesize the fluttery components of a reference room
impulse response presenting flutter echo. Among these, the repe-
tition time defines the length of the delay line in a feedback filter.
The specific spectral properties of the flutter are obtained with a
bandpass attenuation filter and a ripple filter, which enhances the
harmonic behavior of the sound. Additional temporal shaping of
a velvet-noise filter, which processes the output of the feedback
loop, is performed based on the properties of the reference flut-
ter. The comparison between synthetic and measured flutter echo
impulse responses shows good agreement in terms of both the rep-
etition time and reverberation time values.

1. INTRODUCTION

In room acoustics, flutter echo is considered as an unwanted phe-
nomenon and a source of degradation of speech intelligibility, and
is usually prevented with careful application of sound absorbing
materials. Similarly, in artificial reverberation, enormous efforts
have been made to achieve a smooth-sounding decay, devoid of ar-
tifacts that can be attributed to fluttering and beating sounds [1, 2].
In this paper, however, we propose a different approach to delib-
erately synthesize flutter echo in order to use it as an audio effect.
Application of flutter echo as audio effect can be of interest to the
music industry, as an unusual reverb effect, and in audio technolo-
gies for games and virtual reality for the realistic simulation of
narrow hallways, alleys, and rooms that present flutter.

Recently, Halmrast conducted an extensive work in modelling
the physics of flutter [3]. He described the characteristic middle-
frequency timbre of the flutter echo as the result of a gradual band-
pass filtering of the broadband impulsive sound generating the
repetitions. In ordinary rooms, the energy of the flutter was al-
ways found to decay slowest around 1-2 kHz, as a result of low-
frequency damping due to increasing source distance and edge
diffraction, and of high-frequency damping caused by atmospheric
absorption [3].
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A repetitive sound resembling flutter echo is a common nui-
sance to velvet-noise-based artificial reverberation [4, 5]. This ar-
tifact was problematic in the early velvet-noise techniques, where a
single sequence was reused multiple times. It became particularly
noticeable when synthesizing interleaved velvet-noise reverbs with
too low of a number of insufficiently long velvet-noise sequences
[5]. Although the repetitions are usually hidden with an appropri-
ate choice of parameters in reverberation algorithms, the present
work exploits this feature in the flutter echo synthesis.

In this paper, we propose a reverberator structure for the sim-
ulation of temporal and spectral characteristics of flutter echo in
acoustic spaces. In contrast to [3], where room geometry is used to
control the reverberator parameters, we propose a method to syn-
thesize flutter from measurements. The model structure consists
of a conventional reverberator based on a delay line with feedback
and a convolution with a velvet-noise sequence. The paper also
discusses methods of obtaining parameters specific to flutter echo
from impulse response measurements.

The reminder of this paper is organized as follows. Section 2
describes the temporal and spectral characteristics of the flutter
echo, accompanied by an example from real measurements. Sec-
tion 3 presents a novel algorithm for the synthesis of fluttery late
reverberation based on a delay line with feedback and a velvet-
noise sequence acting as sparse finite-impulse-response filter. The
proposed algorithm has been tested in comparison with a real mea-
surement and the evaluation of its results are discussed in Sec-
tion 4. Finally, Section 5 offers some concluding remarks.

2. DETERMINING FLUTTER ECHO PARAMETERS

Room impulse responses (RIR) of physical spaces are character-
ized by an increasing echo density related to the subsequent in-
teractions of sound with objects and surfaces in the environment.
After a sufficient period of time characterized by low density of
reflections, the arriving echoes may be treated statistically. Conse-
quently the sound field can be considered to be a Gaussian process
with a power spectrum indicating the size of the space and the ab-
sorption of the materials present in it [6, 7]. This approximation
motivated the use of random-noise generators in artificial reverber-
ation algorithms [8, 9, 4]. In the presence of flutter echo, however,
the late reverberation is non-diffuse and the approximation is no
longer applicable.

To better describe the fluttering in RIRs, relevant time param-
eters need to be identified together with the energy decay. This
section describes the methods to determine the flutter echo param-
eters from a measured RIR.
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Figure 1: (Top) Measured impulse response of the variable acous-
tics laboratory Arni with parallel reflective panels and (bottom) its
spectrogram, both exhibiting the flutter echo effect.

2.1. Repetition Time

The basic principles of sound fluttering between two parallel re-
flective walls can be straightforwardly described by both geomet-
rical and physical acoustics [10]. Flutter can be excited by an im-
pulsive sound of length T s, such that T is much shorter than the
time required by a sound wave to travel the distance between the
walls. A listener located between the two parallel walls will hear
a series of pulses of the original frequencies, each of a duration of
T . The interval between the arrivals of any two pulses will vary as
a function of the listener position.

An important parameter of flutter echo is the time that passes
between occurrences of flutter, called repetition time, defined as

tr =
2ℓ

c
, (1)

where ℓ is the distance between the opposite walls in meters and c
is the speed of sound in meters per second. If the receiver position
is in the midpoint between the walls, tr reduces to ℓ/c seconds.

Fig. 1 shows an example RIR containing flutter echo. The tail
of the late reverberation exhibits a series of pulses that repeats at
regular intervals of about tr seconds. Similarly, the spectrogram
in the bottom pane presents an alternating pattern of high- and
low-energy chunks of sound, prominent between about 300 Hz and
2 kHz.

The repetitions produce a perceived tone, referred to as repeti-
tion tonality, at the frequency f0 = t−1

r = c/2ℓ, which coincides
with the first axial resonance of the room, along the axis perpendic-
ular to the walls. Accurate estimation and simulation of tr are thus
of critical importance when reproducing the perceived tonality of
flutter.

2.2. Autocorrelation Analysis

Traditional pitch- and fundamental-frequency-detection algorithms
are based on time-domain autocorrelation. In such methods, the
estimated period of the analyzed signal is given by the time differ-
ence between the peak at the center of the autocorrelation function

Figure 2: (Top) Normalized section of fluttery late-reverberation
of the RIR in Fig. 1 and (bottom) its normalized autocorrelation
function.

and its nearest highest peak. For the estimation of the repetition
time, we use the autocorrelation function of a short window of the
late reverberation tail, after processing the signal with a bandpass
filter to isolate the fluttery region.

We obtained good results with a window of 10 times the ex-
pected repetition time, starting at a time tL from the direct sound.
The time tL is defined as the moment when the energy of the fre-
quencies outside of the 0.5–1 kHz octave bands have decayed by
30 dB. To further reduce unwanted components outside of the flut-
ter band, we used a bandpass filter with a passband at 0.25–2 kHz
and with stopband attenuation of 60 dB. The bottom pane of Fig. 2
shows a section of the autocorrelation function exhibiting a peak at
the repetition time tr relative to the late-reverberation tail displayed
in the top pane.

Another technique for period estimation of fundamental modal
frequency was presented by Goto et al. [11]. The method is based
on the autocorrelation and power spectral peak selection, which
showed robustness to unknown non-stationary noise. For the RIRs
analyzed in this work, the repetition time estimated with Goto’s
method was consistent with the more traditional autocorrelation
technique.

2.3. Energy Decay Curve

Flutter echo measurements show a stepped decay of the energy
decay curve (EDC) in frequency bands that contain audible flutter,
indicating non-diffuse features of the sound field [12, 13]. The
distance between two successive points of the steepest decay in
the EDC correlates with the time spanned by the series of pulses
covering a round trip path between the reflective parallel surfaces,
resulting in a reliable estimation of tr.

The bottom pane of Fig. 3 presents an example of a stepped
EDC in the 500-Hz octave band of a RIR containing flutter echo.
Time instants of the greater slope were derived from the local max-
ima of the approximated derivative of the EDC, highlighted in the
top pane of Fig. 3 with vertical lines. We selected the tallest peaks
that were separated by at least 0.75 tr .

The values of tr estimated from the EDCs showed to be in

DAFx.2

DAF
2

x
’sVienna

DAF
2

x
in22

Proceedings of the 25th International Conference on Digital Audio Effects (DAFx20in22), Vienna, Austria, September 6-10, 2022

186



Proceedings of the 25th International Conference on Digital Audio Effects (DAFx20in22), Vienna, Austria, September 2022

Figure 3: (Bottom) EDC at the 500-Hz octave band relative to the
RIR in Fig. 1 and (top) its estimated derivative starting at tL =
535ms.

accordance with the traditional autocorrelation analysis. In addi-
tion, this method provides a better understanding of tr variations
in different octave bands, which could be useful for an extended
analysis of different echo paths in irregular rooms, for example,
those covered with domes.

2.4. Ringing Modes

The excitation of partials of f0, which for a regular (shoebox) room
is usually in the low-frequency range, gives a middle frequency
coloration to the RIR. Here, the slowest decaying frequency in
the middle frequency range is referred to as flutter tonality. In
more realistic scenarios, the full analysis of flutter echo is hin-
dered by other phenomena, such as diffraction and long-ringing
room modes.

The frequency of the long-ringing modes, was found from the
magnitude of the reference frequency response at time 2 tL. A
window of about 500 Hz is shifted on the frequency-domain signal
with a 25% overlap. The highest component within each instance
of the window is then selected as a candidate frequency. The size
of the window W is to be set depending on the expected number of
ringing modes kr, defined as the number of peaks of the smoothed
reverberation time (RT) curve in the bandwidth Bf of the fluttery
region, as W = Bf/kr Hz. The accuracy of the candidate frequen-
cies can be further verified from the RT curve calculated from the
energy decay relief (EDR) [7]. The frequency of the long-ringing
modes is identified as points of local maxima in the envelope func-
tion of the RT curve, determined using spline interpolation over
peaks separated by at least 0.75 f0.

2.5. Pulse Shape

Depending on the position of the sound source and receiver, the
successive reflections of the source impulses will form a repetitive
series of pulses of duration tr s, as seen for example in the top pane
of Fig. 2. A listener located in the midpoint between the walls will
hear one pulse every tr s only for the case where the source is also
equidistant from the walls. In almost all the other configurations,

the tail of the RIR will be characterized by a repetitive pattern of
four pulses [10]. After tr seconds from the direct sound, the first
four echoes already arrived at the microphone position although
they can be hardly heard as they are hidden by other early reflec-
tions components.

To produce a good estimation of the initial pulse shape, we
decided to use multi-resolution analysis (MRA) of the maximal
overlap discrete wavelet transform. Wavelet multi-resolution anal-
ysis has already been used in [13] to isolate repeating patterns re-
lated to flutter and provide a comparison between measurements
and computer simulation results. The frequency components ac-
counting for the shape of the series of pulses are most likely to fall
in the flutter range, where the stepped decay in the EDC is perceiv-
able. From this assumption, we decided to use only the level of the
MRA that isolates the frequency bands of interest. We chose the
Daubechies wavelet family with 11 vanishing moments and pro-
jected the RIR onto the level 4 wavelet subspace. The projection
of the RIR maintains the original exponential decaying envelope
that needs to be removed to avoid overestimation of some of the
peaks in the pattern. To this objective, we multiply the resulting
projection by the reciprocal of its envelope function.

To reconstruct the initial magnitude response of the series of
pulses, a segment xP(t) of length L = ⌊tr/fs⌉ samples was se-
lected from the flattened projection, where fs is the sampling rate
in Hz and ⌊·⌉ is the rounding operation to the nearest integer.
For simplicity, the starting point t̃L of the segment is defined as
the time corresponding to the integer multiple of tr closest to tL,
when the non-fluttery components have already sufficiently de-
cayed. The magnitude of the frequency components has to be ad-
justed to account for the frequency-dependent decay affecting the
signal from the direct sound arrival time to the t̃L. To this end, we
use the energy-decay rate derived from the attenuation filter em-
ployed in the synthesis algorithm, and whose design is explained
in Section 3. The magnitude response is reconstructed as

|X̃P(ts, f)| = |XP(t̃L, f)| · 10
3(t̃L − ts)

Γa(f) , (2)

where X̃P(t, f) is the estimated frequency response of the series
of pulses at time t and frequency f , XP(t, f) is the frequency re-
sponse of xP(t), Γa(f) is the frequency-dependent attenuation in
dB produced by the attenuation filter, and ts is the onset time of
the synthesized flutter echo, defined as the arrival time of the direct
sound incremented by tr s. In the measured RIR, the first echoes
are most likely to appear before ts second, unless the sound source
is located at the mid point between the reflective walls. This choice
of ts will thus disregard the echoes arriving during the first tr s.

To reconstruct the temporal envelope we use the phase of the
reference signal at time t̃L, φP

(
t̃L, f

)
, as

x̃P(ts) = F−1

{
|X̃P(ts, f)| exp {iφP

(
t̃L, f

)
}
}

, (3)

where F−1{·} is the inverse Fourier transform, and i is the imag-
inary unit. The series of pulse estimated from the projection of tr

seconds of the signal depicted in the top pane of Fig. 2 is shown in
Fig. 4 (top), where the vertical dashed lines mark the peaks of the
four pulses.
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Figure 4: (Top) Projection of the series of pulses of the RIR
in Fig. 1 onto the wavelet subspace and (bottom) coefficients of
the SFIR filter derived from the velvet-noise sequence for tr =
45.7ms, where the temporal envelope of the sequence has been
applied to match the estimated shape of the series of pulses.

3. FLUTTER ECHO SYNTHESIS

Having estimated the flutter echo parameters from a reference RIR,
we can use them in the synthesis algorithm. The proposed synthe-
sis model, shown in Fig. 5, consists of a feedback structure and
a sparse finite impulse response (SFIR) filter performing convo-
lution with the velvet-noise sequence. The feedforward path is
composed of a bandpass filter Heq(z), a delay line, and a ripple
filter Hr(z). The total delay-line length L′ in the feedforward path
is related to the length of the RIR segment containing four flutter
echo pulses (cf. Sec. 2.5). The parameter L′ also determines the
lengths of the feedforward sections, L′ = M+R+ε, where M is
the delay introduced by the delay filter, R is the delay of the ripple
loop, and ε is the group delay caused by the bandpass filter. L′

defines the repetition time of the synthesized flutter echo.
To reduce the complexity of the system, the synthesis algo-

rithm works at a lower sample rate. The input signal is downsam-
pled by a factor K by the decimator block before passing trough
the feedback structure. An interpolator block with an upsampling
factor of K brings back the processed signal to its original sample
rate. In this section, the implementation of all the components of
the structure is presented.

3.1. Sampling Rate Conversion

The spectrogram and the energy-decay curves of the RIRs stud-
ied in this work indicate that flutter echo grows more feeble at fre-
quencies above 2 kHz and becomes nearly inaudible at frequencies
above 4 kHz. Due to the biggest chunk of the flutter energy being
concentrated below this frequency, the sample rate of the synthe-
sis block was reduced to 8.82 kHz. The decimator block consists
of a finite-impulse-response (FIR) anti-aliasing filter followed by a
downsampling by factor of K = 5, which results in a Nyquist limit
of 4.41 kHz for the downsampled signal, when the input signal has
a fs of 44.1 kHz. The decimation filter is implemented efficiently
using a polyphase structure whose coefficents are derived from a
lowpass FIR filter. We obtained good results with a filter based on

Interpolator

Decimator

z-M

z-R

SFIR

Heq(z)

in out

Ripple filter


Velvet-noise

sequence


r

GP

Figure 5: Block diagram showing the structure of the flutter echo
synthesis algorithm.

the Kaiser window of order 10 and a shape factor of 5.
Similarly to the decimator block, a polyphase structure is used

to implement the upsampling and anti-imaging filtering operations
efficiently for the purpose of restoring the original fs. The lowpass
FIR filter is similar to the one employed by the decimator, with the
only difference that the order is increased to 25.

3.2. Energy Decay Rate

The energy decay of flutter can be divided into two trends: an
overall downward trend as a function of the distance from the flut-
ter tonality, and a slow decay of partials of the repetition frequency
f0 that are close to the ringing room modes. For the approximation
of the overall frequency-dependent RT, T60(f), we use a combi-
nation of two Butterworth filters, one lowpass and one highpass,
to form a bandpass filter with an asymmetric magnitude response
and a flat passband. The advantage of using two separate filters
is the ability to model the stopband attenuation and the roll-off at
high and low frequencies independently.

The design parameters of the Butterworth filters, i.e. the order
and the cutoff frequency, are determined by the prototype magni-
tude response Ga(f), derived from the energy-attenuation rate of
the reference RIR, Γ(f) = −60/T60(f), as

Ga(f) = Γ(f)
L′

fs
. (4)

where L′ =
⌊

L
K

⌉
is the delay-line length after downsampling. The

magnitude response Ga(f) can be smoothed to reduce the effect
of noise at low frequencies. Few manual adjustments of the filter
magnitude response might be necessary in case the RT is affected
by noise at higher frequencies.

Bayesian decay analysis of the RIRs presented in this work
showed that the flutter frequency bands exhibit multiple decay
slopes. In particular, two trends can be identified: a steeper decay
characterizing the early reflections, and a slower decay associated
with the flutter echoes. Consequently, we decided to use the latter
slope and use the RT value associated with it to compute Ga(f).

In the example in Fig. 6, the longest ringing mode is at around
700Hz, which coincides with maximum of both: the magnitude
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Figure 6: (Top) Normalized magnitude of the RIR in Fig. 1 at
time 2 tL and (bottom) target loop gain Ga(f) for the flutter echo
synthesis with peak at 700Hz, magnitude response of the feedback
loop filter, and magnitude response of the parametric equalizer.

response and the target loop gain. The difference in frequency
between the adjacent modes, which were detected from the mag-
nitude response, can be approximated as multiples of f0. By tak-
ing the average of the difference between modal frequencies we
found that they differ by about kPf0 Hz, for kP = 21. To model
this behaviour we use an approach similar to [14], where a feed-
foward comb filter (ripple filter) was introduced in the harpsichord
string model to simulate the differences in the partial decay rates.
The variation introduced by the filter follows a sinusoidal decay
with its maxima at the slowest-decaying modes. One limitation
of this filter is that it over approximates the trend of the decay of
intermediate frequencies, which is not perfectly sinusoidal and it
is characterized by finer and in-harmonic components. However,
the masking effect that the ringing modes have on the perceived
tonality allows us to neglect the produced error [15].

In this work, the ripple filter Hr(z) was designed as a feed-
forward comb filter with a feedforward coefficient r and a delay-
line length R = L′/kP seconds. The characteristic frequency re-
sponse of the comb filter introduces symmetric oscillations around
the magnitude response of the parametric equalizer Heq(z). By
applying a scaling factor to the impulse response of Hr(z) the fre-
quency response can be shifted downward in order to maintain the
target maximum gain at the flutter tonality.

3.3. Velvet-Noise Sequence

Velvet noise is a discrete sparse sequence in which most samples
are zero, whereas the non-zero samples can take values {−1, 1}
only [4]. The number of impulses per second, also known as pulse
density Nd, determines the perceived smoothness of the sequences.
Its relation to the average distance between impulses Td is defined
as

Td =
fs

Nd
. (5)

It was found experimentally that for fs of 44.1 kHz and pulse den-
sity of at least 2000 impulses per second, the velvet noise is per-
ceived as smoother than the Gaussian white noise [4, 16].

The impulse locations in a velvet-noise sequence are deter-

Figure 7: (Top) Measured RIR of the variable acoustics labora-
tory Arni with random configuration of the reflective panels and
(bottom) its spectrogram.

mined as [16]

k(m) = ⌊mTd + r1(m)(Td − 1)⌉ , (6)

where m is the pulse counter and r1(m) is a random value drawn
from a uniform distribution on the interval (0,1). The sign of the
impulses is also determined with a random number generator [4,
16, 5].

As the last step of the proposed architecture, the output of the
feedback structure is processed with an SFIR filter. The coeffi-
cients of this filter are taken from a velvet-noise sequence with
Td = 20. The length of the sequence should coincide with the
delay-line length L′ to avoid gaps of silence or overlapping pulses
in the output of the system. The temporal envelope estimated from
the shape of the series of pulses is applied on the generated se-
quence to increase similarity to the target flutter. The SFIR coef-
ficients determined by the velvet-noise sequence and pulse shape
from the reference RIR are depicted in the bottom pane of Fig. 4.

The early reflections and the non-fluttery parts of the synthetic
reverberation were obtained from the measured RIR and used as
coefficients for an FIR filter that was applied directly to the input
signal. Before mixing the synthesized flutter with the early reflec-
tions, its gain is adjusted according to the target average signal
power by means of a scaling factor GP defined as

GP =

(√
P̂r −

√
P̂e

)2

P̂f
, (7)

where P̂r, P̂e, and P̂f are the average powers calculated from the
target RIR, the simulated early reflections, and the synthetic flut-
ter signal, respectively. Similarly to [17], to compute the average
power we perform spectral whitening of the RIRs with a linear
predictor inverse filter of order 10.

4. EVALUATION

In this section, the performance of the proposed method is eval-
uated based on the reproduction accuracy of the repetition time
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Table 1: RT values for measured and synthetic RIRs and the percentage difference in octave frequencies. Values not exceeding the JND of
5.0 % are highlighted.

Center frequency 125Hz 250Hz 500Hz 1 kHz 2 kHz 4 kHz 8 kHz 16 kHz

Measured RT (s) 0.39 1.47 2.04 2.05 1.22 0.65 0.48 0.31
Synthesized RT (s) 0.34 1.53 1.97 2.12 1.25 0.62 0.49 0.31
Difference (%) 14.71 3.92 3.55 3.30 2.40 4.84 2.04 0.00

and frequency-dependent energy decay. The flutter echo param-
eters were based on the reference RIR shown in Fig. 1. In the
flutter echo synthesis, the early reflections were obtained from a
measured RIR depicted in Fig. 7. Both RIRs were captured in the
variable acoustics laboratory Arni at the Acoustics Lab of Aalto
University, Finland [18, 19]. The number of the absorptive and re-
flective elements in the room was the same in both measurements.
The RIR in Fig. 1, however, was measured with reflective panels
along two parallel walls. In case of the RIR depicted in Fig. 7, the
reflective panels were scattered randomly over the walls, so that
the flutter echo does not occur.

The results of the flutter echo synthesis are presented in Fig. 8.
The proposed algorithm successfully simulates the vertical stripes
representing the repetitive pulses in the frequency region of flutter.
The harmonic behavior observed in the reference RIR in Fig. 1
is recreated as well. The synthesized audio samples are avail-
able online 1, along with further examples of measured and syn-
thesized fluttery RIRs. The MATLAB implementation of the pro-
posed method can be found in the online repository 2.

For the estimated RT, the T30 values are used instead of T60 as
the signal-to-noise ratio is insufficient to measure the 60-dB decay.
The difference between the RT values of the synthesized RIR and
the reference values should not exceed 5%, which corresponds to
the just noticeable difference (JND) of reverberation [20]. Fig. 9
shows the RT values in octave bands that were calculated from
the RIRs using the ITA Toolbox for acoustic measurements [21].
In Table 1, the obtained T60 values are compared to the reference
ones. The difference generally does not exceed 5%, and at higher
frequencies it is less than 2.1%, proving that the attenuation filter
does not leak additional decay beyond the fluttery region. The
RIR used for the synthesis of the early reflections has less energy
in the low-frequency region when compared to the reference RIR,
resulting in a large difference at the 125-Hz octave band.

The distance ℓ between the two parallel walls was 8.1 m, sug-
gesting a tr of about 47.2 ms. Applying the methods presented
in Sec. 2.1 on the reference RIR, we obtained an average value of
tr = 45.78ms, with a maximum discrepancy of 0.18 ms across dif-
ferent methods. Using the same methods on the synthesized RIR
we obtain an average value of tr = 45.76ms, with a maximum
difference of 0.06ms, proving that the proposed method is able to
accurately simulate the repetition time of the reference RIR.

5. CONCLUSIONS

This paper introduces a new method to synthesize flutter echo as
an audio effect. The basic structure of the synthesis algorithm con-

1http://research.spa.aalto.fi/publications/
papers/dafx22-flutter-echo/

2https://github.com/gdalsanto/
flutter-echo-modeling

Figure 8: (Top) RIR with the synthetic flutter echo and (bottom) its
spectrogram, cf. Fig. 1.

Figure 9: Comparison of RT values of the reference and synthetic
RIR.

sists of a feedback structure with two filters: an attenuation filter
used to obtain a target decay, and a ripple filter aimed at realistic
reproduction of the modal behavior of the flutter. The output of the
feedback loop is convolved with a velvet-noise sequence to obtain
a dense fluttery sound. The limited frequency range occupied by
the flutter components allows to apply sample rate conversion and
thus to reduce the computation required by the velvet-noise con-
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volution. Additional adjustments are introduced by using a tempo-
ral envelope on the velvet-noise sequence, so that it resembles the
shape of the original series of pulses in the flutter echo.

Comparison of the synthetic and reference RIRs shows a good
agreement between the objective parameters. The obtained rever-
beration time is within one JND of the target values in the flutter
range, and the repetition time is consistent with that estimated from
the reference RIR.
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