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ABSTRACT

This paper introduces a novel data-driven strategy for synthesizing
gramophone noise audio textures. A diffusion probabilistic model
is applied to generate highly realistic quasiperiodic noises. The
proposed model is designed to generate samples of length equal
to one disk revolution, but a method to generate plausible peri-
odic variations between revolutions is also proposed. A guided
approach is also applied as a conditioning method, where an audio
signal generated with manually-tuned signal processing is refined
via reverse diffusion to improve realism. The method has been
evaluated in a subjective listening test, in which the participants
were often unable to recognize the synthesized signals from the
real ones. The synthetic noises produced with the best proposed
unconditional method are statistically indistinguishable from real
noise recordings. This work shows the potential of diffusion mod-
els for highly realistic audio synthesis tasks.

1. INTRODUCTION

The quality of audio recording has improved greatly over the last
century. Far away are those old gramophone recordings that our
ancestors used to listen to. During the gramophone era, recorded
music sounded highly distorted, bandlimited, and, before anything
else, notoriously noisy. Although the sound quality of gramophone
recordings is very poor compared to modern standards, there is a
certain interest in emulating these characteristic sounds of the past.
Gramophone recordings comprise a rich amount of heterogeneous
noises that are appealing for creative uses. The idea of processing
modern audio files to appear aged by imitating historical distur-
bances is named in the literature as digital audio antiquing [1].
This paper focuses on the particular task of imitating all kinds of
additive noise that appear in gramophone recordings.

A simple way of applying realistic gramophone noises to a
piece of music is to directly use noise extracts from real record-
ings. The idea would consist of extracting a noise sample, looping
it, and directly adding it to the music signal. However, this method
would require a time-consuming search to find the desired noise
characteristics, in addition to having access to a collection of dig-
itized gramophone recordings. Moreover, if the extracted noise
sample is not long enough, the looping effect could also be per-
ceived by a listener. As a consequence, there is a need for more
practical and versatile methods to generate such sounds.

The research on audio antiquing started in Aalto Acoustics
Lab almost 20 years ago, when a science museum had interest in
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it. The original idea was to show how music listening had changed
over 100 years by applying simulated degradations of music media
to the same music piece. This previous study [1] consisted of using
digital signal processing techniques to model the degradations in
historical recordings, including the most relevant additive noises
in gramophones, such as hisses, clicks, and thumps. Although this
method is accurate in simulating some of the degradations, it is
unsuccessful in synthesizing realistic clicks and scratches1. An-
other closely related work is the freely available plugin iZotope
Vinyl [2], which simulates the degradations of LP recordings, but
the underlying details of the method are not publicly available.

However, these previous approaches do not account for the
wide and complex distribution of different noises that may appear
in gramophone recordings. This is why a data-driven generative
model may be advantageous. Generative models learn to produce
new data instances by capturing the data distribution. Diffusion
probabilistic models [3], often referred to as diffusion models,
are a new class of generative models, some examples of recent
applications include producing high-quality images [4], speech
[5, 6], drum sounds [7], or symbolic music [8]. Here, we adopt
these methods to generate realistic gramophone noises with a data-
driven approach.

The rest of this paper is organised as follows. Sec. 2 introduces
the characteristics of the gramophone noises that we are interested
in synthesizing. Sec. 3 introduces diffusion models. In Sec. 4,
we describe the presented methods. Sec. 5 shows our evaluation
results and, finally, Sec. 6 concludes.

2. GRAMOPHONE NOISES

Gramophone recordings contain a composite of noises produced
by many different sources. This section summarizes the main char-
acteristics of these noises and some methods used to model them.

2.1. Hiss

Hiss is the term used to refer to background noise. In gramophone
recordings, hisses are often very noticeable and may come from a
mixture of different sources, such as electrical circuit noise, irreg-
ularities in the storage medium, or ambient noise from the record-
ing environment [9]. Hisses are present throughout the duration
of the recording and hence are referred to as global degradations
[1]. However, they cannot be considered stationary because the
sources that produce them are usually time-varying. A particular
example is the “swishing” effect related to periodic patterns that
often appear when, for instance, one part of the disk is damaged
more than the other parts.

1http://research.spa.aalto.fi/publications/papers/antiquing/
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Every single gramophone recording ends up containing a
unique hiss sound, due to the wide variety of stochastic sources
that produce them. While it is possible to model one particular
kind of hiss using manually-tuned classical signal processing [1],
it is not possible in practice to capture the wide distribution of hiss
noises with this approach.

2.2. Clicks

Clicks are one of the most recognizable degradations in old record-
ings. They are localized impulsive disturbances mainly caused by
dust particles or small scratches on the media surface. Typically,
individual clicks have a short duration, and their durations range
from less than 20 µs to 4 ms [10]. The amplitude of the clicks can
also vary greatly within the same recorded extract [9]. In gramo-
phone recordings, the rate of click occurrence is remarkably dense,
about 2,000 clicks per second. In these cases, only the strongest
clicks can be heard as individual elements. The largest remaining
clicks are perceived as a cumulus of click bursts, often named as
“crackle”.

In audio restoration, clicks are often modeled as additive dis-
turbances [9, 11]. With some prior knowledge on the statistics of
clicks—e.g., duration, amplitude, and frequency of occurrence—it
is possible to synthesize them using random numbers [1]. How-
ever, using this methodology, the synthesized clicks appear to be
static, but in reality their timbre is constantly changing.

2.3. Low-frequency pulses

Low-frequency pulses, often called “thumps”, are a recognizable
type of degradation associated with severely damaged old record-
ings [12]. They are produced by strong discontinuities in the me-
dia, such as deep scratches or when two broken parts of the disk
are fixed with glue. This degradation can generally be described
by a short and strong discontinuity followed by a low-frequency
tail [12]. The initial discontinuity occurs when the stylus passes
through the physical discontinuity. It usually lasts less than 2 ms
and behaves as high-variance noise added to the original signal.
The tail consists of damped oscillations of decaying frequency
caused by the impulse response of the arm, normally lasting longer
than 50 ms.

Following Esquef et al. [12], the tail part of a thump can be
modeled in the time domain as:

stail(n) = Ataile
−n/fsτe sin

(
2πn

fn
fs
− π

4

)
, (1)

where fs is the sampling frequency, Atail is the tail amplitude, τe is
a time constant associated with the envelope decay and the varia-
tion in the oscillation frequency fn can be modeled in the follow-
ing way:

fn = (fmax − fmin)e
−n/fsτf + fmin, (2)

where fmax and fmin are the maximum and minimum oscillation
frequencies and τf is another time constant that describes the
frequency-decay rate. The tail parameters may vary depending on
the severity of the scratch.

2.4. Other noises

Apart from the aforementioned disturbances, there are other el-
ements that make gramophone noises more diverse and interest-
ing. Some digitized recordings present the characteristic “hum-

ming” sound caused by high-voltage electricity at the alternat-
ing current frequency of 50 Hz or 60 Hz. This interference sig-
nal normally contains higher harmonics that are easily percepti-
ble. Another characteristic example are the rumble noises of low-
frequency content caused by vibrations of the turntable.

3. DIFFUSION MODELS

Diffusion models are a new class of generative models comprised
of a forward diffusion process and a reverse diffusion process [3].
During the forward diffusion, the data is progressively transformed
to a tractable prior distribution, usually a standard Gaussian. The
reverse diffusion process is parameterized with a neural network
and has the goal of reversing the diffusion process by iteratively
denoising the diffused data. Once the model has been trained, the
reverse diffusion process defines a mapping between the chosen
prior distribution and the training data. In this section, we summa-
rize the details using the notation from [13].

3.1. Forward diffusion process

We start by defining a diffusion process {zτ}1τ=0, indexed by a
continuous variable τ ∈ [0, 1]2. The goal of the diffusion process
is to progressively transform data samples x ∼ pdata to a tractable
prior distribution z1 ∼ pprior. The distribution of the latent vari-
ables zτ conditioned on x, for any diffusion step τ , is given by:

q(zτ |x) = N (ατx, σ
2
τI), (3)

where ατ is a mean coefficient and σ2
τ is the noise variance, which

are both continuous positive functions in the range [0, 1]. We focus
only on the variance-preserving diffusion [14, 3], where the two
functions are directly related as ατ =

√
1− σ2

τ . In this particular
case, α1 ≈ 0, and σ1 ≈ 1 when τ = 1. Thus, the prior distribu-
tion pprior converges to a standard normal N (0, I). We emphasize
the notion that zτ gets increasingly noisy as we go forward in the
diffusion step τ . The noise variance σ2

τ usually has a fixed prede-
fined schedule, which is required to be smooth and monotonically
increasing. In particular, we apply the schedule:

στ = (1− cos(πτ)) /2, (4)

which is the same as in [7], and shares similarities with the one
proposed in [15].

In practice, the diffusion process is discretised in a finite num-
ber of diffusion steps T that behave as a Markov chain [3]. As
defined in [13], given s = τ − 1

T
and 0 < s < τ < 1, the

conditional forward distribution q(zτ |zs) is given by:

q(zτ |zs) = N
(
ατ |szs, σ

2
τ |sI
)
, (5)

where
ατ |s = ατ/αs, (6)

and
σ2
τ |s = σ2

τ − α2
τ |sσ

2
s . (7)

After specifying the forward diffusion process, we are now ready
to define the reversed version of it in the following section.
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Figure 1: Example of a reverse diffusion process discretized in
T = 4 steps.

3.2. Reverse diffusion process

Given Eq. (3) and Eq. (5), applying the Bayes rule, it can be proven
that, for any 0 < s < τ < 1, the reverse conditional distribution
q(zs|zτ ,x) is also Gaussian and can be defined as:

q(zs|zτ ,x) = N

(
ατ |sσ

2
s

σ2
τ

zt +
αsσ

2
τ |s

σ2
τ

x,
σ2
τ |sσ

2
s

σ2
τ

I

)
. (8)

However, since the input data x is not known during inference, the
reverse conditional distribution is modeled as follows:

pθ(zs|zτ ) = q(zs|zτ ,x = x̂θ(zτ , στ )) (9)

where x̂θ(zτ , στ ) is the output of a denoising model. As it is
commonly used [3, 4, 13], we apply a change of variables to utilize
a noise estimation model instead by:

x̂θ(zτ , στ ) = (zτ − στ ϵ̂θ(zτ , στ ))/ατ , (10)

where ϵ̂θ(xτ , στ ) is the output of a deep neural network.
During training, the noisy signal zτ is generated from the

training data x ∼ pdata following Eq. (3) as:

zτ = ατx+ στϵ, (11)

and the neural network ϵ̂θ(xτ , στ ) is optimized to estimate the
added noise ϵ ∼ N (0, I). Since, given the input data x, we can
easily produce the latent variable zτ at any diffusion step τ using
Eq. (11), the training can be conveniently performed at random
uniformly-sampled diffusion steps. The learning objective can be
defined as a weighted L2 loss:

L = Ex∼pdata,ϵ∼N (0,I),τ∼U([0,1])[λ(τ)∥ϵ− ϵ̂θ(zτ , στ )∥2], (12)

where λ(τ) is a positive weighting function. We use a constant
weighting λ(τ) = 1, as proven to be effective in [3] and [16].
Following [6], the neural network is conditioned on the noise level
στ , instead of directly on the diffusion step τ . This implementa-
tion choice allows for flexibility during sampling, as the number
of discretization steps T and the noise variance schedule can then
be modified without the need of retraining the model. The training
procedure utilised in this work is also summarized in Alg. 1.

Once the training has converged, it is possible to reverse the
forward diffusion process and obtain samples from the training
data distribution x ∼ pdata by starting from the prior z1 ∼ pprior,
which in our case is Gaussian noise. To do so, we discretize the

2We use the index variable τ instead of t to avoid confusion with the
time variable in audio signals.

Algorithm 1 Training

repeat
Sample x ∼ pdata, ϵ ∼ N (0, I) and τ ∼ U([0, 1])
zτ ← ατx+ στϵ
Take gradient step on∇θ∥ϵ− ϵ̂θ(zτ , στ )∥2

until convergence

Algorithm 2 Unconditional sampling

Require: T (num. steps)
Sample z1 ∼ N (0, I)
for i = T − 1, . . . , 0 do

s← i
T

, τ ← i+1
T

zs ← f(τ, s)zτ − g(τ, s)ϵ̂θ(zτ , στ )
if s > 0 then

Sample ϵ ∼ N (0, I)
zs ← zs + h(τ, s)ϵ

end if
end for

diffusion process in T steps and iterate over Eq. (9), which can be
applied as:

zs = f(τ, s)zτ − g(τ, s)ϵ̂θ(zτ , στ ) + h(τ, s)ϵ, (13)

where ϵ ∼ N (0, I) is Gaussian noise and the functions f(τ, s),
g(τ, s) and h(τ, s) are, respectively, defined as

f(τ, s) =
1

ατ |s
, g(τ, s) =

σ2
τ

ατ |s
−

ατ |sσ
2
s

στ
, (14)

and

h(τ, s) =
σ2
τ |sσ

2
s

σ2
τ

. (15)

The number of discretization steps T is a hyperparameter that de-
fines a trade-off between inference quality and computational com-
plexity of the inference. A graphical example of a reverse diffu-
sion process is represented in Fig. 1 The practical implementation
of the sampling algorithm is also summarized in Alg. 2.

4. METHODS

4.1. Diffusion model for gramophone noise synthesis

We apply the diffusion model presented in Sec. 3 for the task
of synthesizing gramophone recording noise. To do so, we use
the Gramophone Recording Noise Dataset, a collection of only-
noise excerpts extracted from real gramophone recordings, which
was previously used to train a denoising model [17]. Considering
the periodic structure that gramophone recording noises present,
we opt for defining the length of the time frames as the revo-
lution period. Given that gramophone records were played at
about 78 revolutions per minute, the frame length is defined as
L = 60/78 ≈ 0.77 s. Thus, at each training iteration, we extract
random chunks of length L from the dataset.

We noticed that diffusion models are very sensitive to energy
differences in the data. A model trained with a wide variability of
energy levels tends to produce samples at random volumes, which
is not often a desired property in audio synthesis. To correct for
this, we normalize the training noise segments by their root-mean-
squared value. However, we decided to use the median instead of
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Figure 2: Diagram of the noise estimation neural network
ϵ̂θ(zτ , στ ), inspired by [7]. The term “RFF encoding” refers
to the noise level embedding based on Random Fourier Features
[19], “MLP” is a multi-layer perceptron, “Conv. block” is a stack
of dilated convolutions, and “Attention block” refers to a multi-
head self-attention layer [21].

the standard mean to avoid the local disturbances, such as strong
clicks or thumps, from affecting the energy estimation, given that
the median is less influenced by outliers than the mean. The audio
samples are normalized by:

x̄ =
G√

b2χ + median(x2)
x, (16)

where median(·) is the median operator, bχ = 1.4826 is a con-
stant that relates the median with the mean assuming a Gaussian
distribution [18], and G = −10 dB is the applied constant gain.

For the neural network for noise prediction ϵθ(zτ , στ ), we
use a similar architecture as Rouard and Hadjeres [7], which con-
sists of a U-Net in the time domain represented in Fig. 2. The
noise level στ is encoded using random Fourier features [19] and a
multi-layer perceptron, whose output is applied as a conditioning
signal using FiLM layers [20]. Different to [7], we add multi-
head self-attention layers [21] after the third, fourth, and fifth
blocks. This architectural choice yields a global receptive field to
the model and helps to capture slowly-varying textures within the
revolution period. Circular padding is used in the convolutional
layers as an inductive bias to fit the periodicity of the data. We re-
fer to [7] and the source code3 for more details on the architecture.

3https://github.com/eloimoliner/gramophone_noise_synth

We use the Adam optimizer with a learning rate equal to
2 · 10−4. The weights are smoothed with exponential moving av-
erage at a rate of 0.999. We train the diffusion model using Alg.
1 for a total of 750k iterations using a batch size of 16. The train-
ing took 48 h to complete using a single NVIDIA A100 GPU in
Triton, Aalto University’s computing cluster.

4.2. Guided synthesis

Once the model described in Sec. 4.1 has been trained, we can use
Alg. 2 to unconditionally sample noise frames z0. As demon-
strated in Sec. 5, these generated samples can be highly realistic
and have a wide range of variability. However, one could argue
that such an unconditional synthesis model would provide no prac-
tical advantage against using real noise samples directly. In this
section, we propose a method for conditioning the reverse diffu-
sion process, which can be used for synthesizing realistic noises
with a certain degree of control over their characteristics, allowing
plausible variations.

In a recent work on guided image synthesis [22], Meng et
al. show how the reverse diffusion process can be used to refine
a signal x(g) referred to as the “guide”. In our particular case, the
guide is thought to be an audio segment of length L, i.e., one disk
revolution, which serves as a draft for the noise texture z0 we are
interested to generate. We can synthesize x(g) using known param-
eterizable digital signal processing techniques [1], as detailed in
Sec. 4.3 which offer high interpretability but often lack realism.

The general idea is to start the reverse diffusion process from
an intermediate truncation step τ0 ∈ [0, 1], and the starting point
is the perturbed guide:

z(g)
τ0 ∼ N (ατ0x

(g), σ2
τ0I). (17)

As we do for the unconditional sampling, starting from an inter-
mediate diffusion step z

(g)
τ0 , we can iterate over Eq. (9) until we

obtain z
(g)
0 , which would ideally be closer to the training data dis-

tribution. In summary, using guided sampling, we have defined a
mapping between a simplistically synthesized noise texture x(g) to
a refined version of it z(g)

0 with similar characteristics, but more
realistic sounding. The guided sampling procedure is also summa-
rized in Alg. 3 and illustrated graphically in Fig. 3.

We remark that our goal is to generate realistic samples z
(g)
0

that, at the same time, are faithful to the original guide x(g). As
analyzed in [22], the truncation step τ0 plays a critical role, as its
chosen value directly relates to a trade-off between realism and
faithfulness. As can be seen in Fig. 4, selecting a value of τ0
closer to 0 would generate a result very close to the guide, but
would not produce such a realistic output as an example sampled
unconditionally. We must tolerate deviations from the guide to ob-
tain realistic results. However, as τ0 gets closer to 1, the deviation
increases to a point where the conditioning is useless.

In Fig. 5, we analyze the variations from the guide in the gen-
erated samples when using different values of τ0. For Fig. 5a,
we computed the temporal envelope of the guide represented in
Fig. 4 (left) using the root-mean-square procedure and a window
of 25 ms. We then calculated the pairwise differences between
the guide envelope and the time envelope of 40 refined samples.
We show the standard deviations of the differences in the time en-
velope for four values of τ0. Fig. 5b was produced in a similar
manner by comparing the Bark-smoothed spectral magnitudes be-
tween the guide and the refined samples. It can be observed that
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Figure 3: Diagram of the guided synthesis method. The guided synthesis starts with a manually-designed reference signal (guide) that is
iteratively refined via reverse diffusion, starting from a truncation step τ0, to generate a more realistic output. The reverse diffusion process
is bifurcated at an intermediate step τp to output a set of revolutions, which are correlated to the guide but present notable variations.
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Figure 4: Waveform and spectrogram representations of single period (0.77 s) of gramophone noise produced using different values of τ0.

Algorithm 3 Guided sampling

Require: T (num. steps), τ0 (truncation step), xg (guide)
Sample ϵ ∼ N (0, I)

z
(g)
τ0 ← ατ0xg + στ0ϵ

for i = τ0T − 1, . . . , 0 do
s← i

T
, τ ← i+1

T

z
(g)
s ← f(τ, s)z

(g)
τ − g(τ, s)ϵ̂θ(z

(g)
τ , στ )

if s > 0 then
Sample ϵ ∼ N (0, I)

z
(g)
s ← z

(g)
s + h(τ, s)ϵ

end if
end for
return z0

the variations intensify as we increase τ0. The prominent peak in
Fig. 5a at about 0.17 s shows how the thump present in the guide
is often suppressed when τ0 ≥ 0.5. We also notice a slight bias
in the time envelope for larger values of τ0, which is related to the
effect of clicks and other localized disturbances on the envelope
estimation, since more of them are generated when τ0 is higher.
Note that these visualizations were made for one guide in partic-
ular; the deviations may vary differently depending on the chosen
guide.

4.3. Pre-synthesis of the guides

The concept of guide signals presented in the previous section con-
sists of a draft of the noise produced in a single revolution of a
gramophone disk. The guide does not have to be realistic a priori,
as it is meant to be refined by the diffusion model. In our exper-
iments, we generate the guides by incorporating prior knowledge
on the noise characteristics, applying the findings from [1].

Different timbres of hisses can be generated by filtering white
noise with a parametric equalizer. The background noise can be
filtered uniformly or have variations within a revolution to enforce
a more dynamic result. To simulate deep scratches, we incorporate
low-frequency pulses using the model from Eq. (1). In addition,
we can incorporate rumble sounds by adding extra low-pass fil-
tered noise. A limitation of this approach is that the generation of
softer clicks and crackle is often uncontrollable, due to their usu-
ally low energy. Thus, we rely on the diffusion model to synthe-
size these sounds in an unconditional manner, but assuming that
the result will depend on the other characteristics of the guide.
Fig. 8 shows several representative examples using different types
of guide.

4.4. Generating variations between revolutions

As mentioned above, gramophone noises are known to have a
periodic structure defined by the revolution period, but they of-
ten present some noticeable variations between subsequent revo-
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(a) Variations in the temporal envelope for different values of τ0.

(b) Variations in the spectral envelope for different values of τ0.

Figure 5: Analysis of the effect of the truncation step τ0 on the
variations between a guide and a set of refined samples generated
using guided synthesis. The standard deviations of the differences
between (a) the temporal envelopes and (b) the Bark-smoothed
spectral envelopes are plotted with different colors representing
different values of τ0.

lutions. With the methodology described above, we can synthe-
size realistic noise texture frames with a certain degree of control.
However, the method does not take into account the variations be-
tween revolutions. In practice, repeating the same generated frame
over and over would produce the desired periodic pattern, but the
lack of inter-frame variations would make it sound unrealistic to
a listener. On the other hand, combining several frames gener-
ated independently of each other would solve the inter-frame vari-
ation problem, but the low correlation between them would make
us miss the characteristic periodic textures of gramophone disks.

Our solution is based on making use of the stochasticity of
the sampling algorithm to generate separate outputs correspond-
ing to N different revolutions. This is achieved by bifurcating the
reverse diffusion process at a diffusion step τp. When we reach
τ = τp during sampling, we can generate N different instances of
the previous step s = τp − 1

T
by applying:

zs,n = f(τ, s)zτp − g(τ, s)ϵ̂θ(zτ , στ ) + h(τ, s)ϵ, (18)

for each n of the N desired revolutions. Since the noise ϵ is purely
stochastic, each of the new instances zs,n will be slightly different
from each other. Then, we can continue the reverse diffusion pro-
cess for each zs,n independently, following Alg. 2 until we obtain
the final results z0,n. This idea is also illustrated in Fig. 3.

The set of generated noise revolutions can then be recombined
in random order by concatenating them to produce endless sounds.
Due to the natural noisiness of these sounds, it is not necessary to
account for phase mismatches between consecutive revolutions, as
they are not usually perceived. Note that, if it was necessary, this
problem could be relieved by applying a small amount of overlap.

As previously stated, our aim is to generate sounds that con-
tain enough variations to seem realistic but still maintain a coher-

(a) Variations in the temporal envelope for different values of τp.

(b) Variations in the spectral envelope for different values of τp.

Figure 6: Analysis of the effect of the bifurcation step τp on the
variations between the generated samples representing different
disk revolutions. The standard deviations of the pairwise dif-
ferences between (a) the temporal envelopes and (b) the Bark-
smoothed spectral envelopes are plotted with different colors rep-
resenting different values of τp.

ent periodic structure. Similarly to τ0, the bifurcation step τp also
plays a critical role in the realism of the results. The higher τp

is, the more variations will appear between the generated periods.
In Fig. 6, we analyze the variations in the temporal and spectral
envelopes for different values of τp. For both cases, we analyze
a single unconditional example, but the sampling algorithm is bi-
furcated at different diffusion steps τp, obtaining 40 different rev-
olutions. The analysis is carried out by computing the pairwise
differences between all the combinations of the 40 output sam-
ples. The standard deviations of the pairwise differences are rep-
resented in Fig. 6. As expected, the deviations become wider as
we increase τp. We notice that the variations around the temporal
envelope follow a uniform pattern, whereas the variations in the
spectral envelope are frequency-dependent. We empirically chose
the value of τp = 0.33, as it often yielded some noticeable vari-
ations between revolutions, but the resulting noise periods shared
some characteristic similarities.

5. SUBJECTIVE EVALUATION

As represented in Fig. 7, the trained diffusion model is capable of
unconditionally synthesizing a diverse range of noises with char-
acteristics similar to those of real gramophone recordings. Several
results of the use of guided synthesis are also represented in Fig. 8,
showing how the generated samples maintain the main characteris-
tics of the guide while generating new and more complex textures.
In this section, we investigate whether the generated noise sounds
realistic or not.

The synthesis of gramophone recording noise is a very partic-
ular task, and as far as we are aware, there is no reliable objective
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Figure 7: Log-spectrogram representations of a set of real gramo-
phone noise examples and a set of unconditionally synthesized
noises using T = 150 diffusion steps. The length of the synthe-
sized examples correspond to 4 disk revolutions of L = 0.77 s;
different revolutions are generated by bifurcating the reverse dif-
fusion process at the diffusion step τp = 0.33.
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Figure 8: Log-spectrogram representations of different guides and
their respective guided synthesis results using T = 150, τ0 = 0.5
and τp = 0.33.

metric to evaluate the realism of such methods. As a consequence,
we opt to evaluate the realism of the generated noise textures with
a subjective listening experiment. The experiment was designed
as an AB listening test where the test participants were presented
with pairs of noise segments. One of the noises was always a real
gramophone extract, and the other was synthesized. For each of
the pages, the listeners had to judge or guess which noise segment
was the real one. Before taking the test, the participants completed
a training session in which the correct answers were revealed and
they could learn to distinguish the characteristics of real gramo-
phone recordings.

The test was divided in two consecutive sessions containing
the same pairs of examples but in a different random order. In
each session, we included eight examples from six different con-
ditions which were paired with a random real example. The first
test condition was included as a baseline containing examples of
digital audio antiquing techniques to generate gramophone noise
using traditional signal processing methods [1], as explained in
Sec. 2. We included two unconditional synthesis conditions with a
different number of steps (T=25 and T=150) and three guided syn-

Table 1: Results of the listening test. Methods that the listeners
could not perceive as artificial are highlighted.

Synthesis method Prob. of success p-value

Digital Audio Antiquing [1] 84.2% ± 2.7% <1e-3
Unconditional (T=25) 57.3% ± 3.7% 0.029
Unconditional (T=150) 52.2% ± 3.7% 0.298
Guided (T=150, τ0=0.33) 85.9% ± 2.7% <1e-3
Guided (T=150, τ0=0.5) 70.2% ± 3.4% <1e-3
Guided (T=150, τ0=0.66) 60.6% ± 3.6% 0.002

Random guessing 50% ± 3.7%

thesis conditions with T=150 and different values of the truncation
step (τ0=0.33, τ0=0.5 and τ0=0.66). For the guided synthesis ex-
amples, we used the same eight guides for every τ0 value, which
were generated as a sum of filtered noise and synthetic thumps,
modeled as detailed in Sec. 4.3. All the examples are publicly
available on the companion web page4. An extra condition con-
taining static white noise was included four times per session as a
control item to detect unreliable participants.

All in all, the test included 104 signals for each test subject.
The test was carried out in an isolated listening booth and took,
on average, 30 min to complete. Altogether, 12 volunteers partici-
pated in the experiment, although one had to be discarded as they
did not identify all the control items. All participants had normal
hearing and had previous experience with formal listening tests.

In Table 1, we report the mean and standard deviations of the
probability of success, estimated with a Beta distribution. With
probability of success, we refer to the probability of an individual
to identify the real gramophone noise when it is compared with a
synthesized one. Thus, the lower the probability, the more real-
istic the synthetic noises are expected to be. For comparison, we
include in Table 1 the probability of success when an individual
uses a random guessing strategy (e.g. flipping a coin). Note that
the reported standard deviations depend on the sample size per
condition. We conduct binomial tests to evaluate whether the test
answers for each condition are different from random guessing.
The resulting p-values are also reported in Table 1.

The results show how the unconditional examples were prac-
tically indistinguishable from the real ones, especially when T =
150. These results contrast with the participants’ performance
with the Digital Audio Antiquing examples, as they were able to
distinguish them in the majority of the cases. As can be seen, the
decrease in the number of diffusion steps does not cause a strong
decline in unconditional synthesis performance, indicating that us-
ing a large number of steps might not be a critical factor for this
specific task. As expected, for the guided synthesis examples, the
probability of success increases as τ0 decreases. In these cases,
the test subjects managed to perform better than random guessing,
although they were fooled in a significant number of trials. The
participants were able to leave comments in the test pages, shar-
ing the strategies they utilized. Some participants focused on the
periodicity of the examples, judging too periodic examples to be
unreal. Others paid special attention to localizing any kind of mu-
sic residuals or spotting aliasing artifacts. However, at the end of
the experiment, all participants reported that the test was difficult
and admitted that they were unsure of their decisions in most cases.

4research.spa.aalto.fi/publications/papers/dafx22-gramophone-synth/
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6. CONCLUSIONS

This paper presented a new method to generate realistic gramo-
phone noises. The proposed method is based on a diffusion proba-
bilistic model that generates samples of gramophone noise by pro-
gressively denoising Gaussian noise. As demonstrated in a sub-
jective evaluation, the diffusion model is capable of synthesizing
highly realistic noises in an unconditional manner.

A method to guide the diffusion model and gain control over
the synthesized sound was also proposed. However, we notice that
this conditioning approach is still not easy to control and often
cannot yield highly realistic results, unless the faithfulness to the
guide is sacrificed. We leave the study of different conditioning
methods for future work.

A known limitation of diffusion models is the high compu-
tational cost that they present during the inference stage. As a
consequence, the presented method is not suitable to work in real-
time. The reduction of the computational cost of diffusion models
is an active field of research. Recent advances, such as progressive
distillation [23], could help improve the speed, while being orthog-
onal to most of the methods presented in this work. Meanwhile,
we envision the proposed model being used as a non-real-time ef-
fect, with which a few revolutions of gramophone noise could be
synthesized and stored in memory. Then, the synthesized noise
revolutions could be recombined in random order to generate an
“endless” background audio track.

Apart from the gramophone noise synthesis task studied in this
paper, applying light modifications, the presented model has po-
tential to be applied to the synthesis of other audio textures [24].
We have experimented applying the presented model to synthesize
“rain” and “applause” sounds. Audio examples of synthetic tex-
ture sounds are available in the companion web page.
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