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ABSTRACT 
Consensus-building is an essential process for the success of co-
design projects. To build consensus, stakeholders need to discuss 
conficting needs and viewpoints, converge their ideas toward 
shared interests, and grow their willingness to commit to group 
decisions. However, managing group discussions is challenging in 
large co-design projects with multiple stakeholders. In this paper, 
we investigate the interaction design of a chatbot that can mediate 
consensus-building conversationally. By interacting with individual 
stakeholders, the chatbot collects ideas to satisfy conficting needs 
and engages stakeholders to consider others’ viewpoints, without 
having stakeholders directly interact with each other. Results from 
an empirical study in an educational setting (N = 12) suggest that 
the approach can increase stakeholders’ commitment to group de-
cisions and maintain the efect even on the group decisions that 
confict with personal interests. We conclude that chatbots can fa-
cilitate consensus-building in small-to-medium-sized projects, but 
more work is needed to scale up to larger projects. 
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1 INTRODUCTION 
Co-design is a class of design methods in which the diverse stake-
holders in the design process (e.g., end-users) are actively involved 
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as participants throughout the project, from the early stage of iden-
tifying needs to design and evaluation [51]. It includes collaborative 
ideation and design activities not only between designers but also 
between non-designers with shared accountability for the decisions. 
In short, in co-design, design is a collective process. The approach is 
argued to improve the end results’ quality while also making design 
more democratic. This paper contributes to research on interactive 
systems for facilitating co-design [12, 44, 47, 60]. 

We look at interactive means for resolving conficts and achiev-
ing consensus in a co-design project. Confict is intrinsic to co-
design. Conficts naturally emerge between stakeholders’ interests 
and in their understanding of each other because stakeholders 
bring varied expertise and experience. Without consensus, conficts 
can remain, either implicit or acknowledged, and the stakeholders 
themselves may thwart a successful project outcome [1, 48, 52]. 
Consensus-building refers to attempts at converging views toward 
a collectively agreed decision [2, 5, 53]. However, achieving con-
sensus does not mean that everyone’s needs are addressed, which 
is often impossible. Rather, consensus involves agreement among 
stakeholders that the current group decision is a satisfactory one 
given the constraints, such as time and other resource limits [6]. 
Therefore, central to consensus is the stakeholders’ willingness 
to commit to a group decision even if that decision is not fully 
satisfying. This is assumed to be achieved interactively in a pro-
cess where stakeholders express personal needs and viewpoints, 
identify conficts, discuss matters, and converge towards common 
decisions [7, 33]. 

Building consensus is challenging, though. It necessitates orga-
nizing a forum or an occasion that invites all stakeholders to meet 
and exchange views, regardless of diferences in hierarchy or group 
size. It requires creating a sense of group efort as well [10]. In the 
context of co-design, such high efort and responsibility are ex-
pected of moderators who facilitate group discussion and co-design 
activities [23, 50]. Therefore, a risk of failing to build consensus 
exists if inexperienced moderators are in charge and cannot devote 
enough attention to individual stakeholders. 

In this paper, we ask whether conversational agents could fa-
cilitate consensus-building in co-design projects. Conversational 
agents can indeed be instrumental to improve continuous interac-
tion among stakeholders, as human moderators cannot. Our work-
ing hypothesis is that chatbots can work as asynchronous moder-
ators that collect stakeholders’ needs, identify conficting needs, 
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Figure 1: An example of chatbot-facilitated consensus-building in co-design that involves no direct communication between 
stakeholders. In the system, the chatbot stages the discussion (A) and presents conficts (B). It then invites users to make an 
initial suggestion (C), perform self-assessment (D), review others’ suggestions that are similar to (E) and in confict with the 
user’s own (F), take others’ perspective (G), and make the fnal suggestion (H). 

and try to resolve them via dialogue. Chatbots can be the bridge be-
tween stakeholders in this process, not only sharing each person’s 
opinions but also managing the co-design activities and enhancing 
the trust among stakeholders required for building consensus. 

A beneft of this approach is that it can make co-design asyn-
chronous; that is, stakeholders can contribute their thoughts in their 
own time and space. The concept of asynchronous co-design has 
been proposed for bringing in a stakeholder who cannot attend 
co-design events in person [8]. The participants should be able to 
discuss their ideas without live communication among them. In 
such settings, we expect chatbots to hide individuals’ identity to 
encourage them to share their true thoughts without worrying 
about criticism or about provoking uncomfortable social situations. 
Chatbots would also invite people who could have not attend co-
design events physically and enable ideation at individuals’ own 
pace. Accordingly, the scale of co-design projects can grow with 
improved depth and variety of information. 

The challenge we focus on is how to boost stakeholders’ willing-
ness to accept group decisions without them being in direct communi-
cation with each other. We built our system based on the guidelines 
for building consensus through conversation, which have not been 
applied to co-design before this paper [6, 10]. In addition to fa-
cilitating idea exchange among stakeholders, all members should 
be able to sense group efort toward shared interest and believe 
their suggestions will not be ignored by those with other opinions. 
In particular, we proceeded from the principle that stakeholders 
should be motivated to follow group decisions without coercion. 
The process of confict resolution needs to be considered fair and 
productive for all members, hence raising their willingness to com-
mit to group decisions. Accordingly, we designed the conversation 
fow of a chatbot that leads the interaction with individuals. The 

chatbot asks what will beneft the group, presents other members’ 
ideas, requests seeing ideas from others’ perspective, and asks in-
dividuals to contribute to group decisions by selecting one of the 
ideas. Although prior work has looked at how conversational agents 
in online discussions can facilitate problem-solving and reduce ef-
fort [28, 32], how to facilitate asynchronous consensus-building in 
large collaborative eforts such as co-design has remained an open 
question. 

We evaluated the approach in a study where we asked 12 univer-
sity students to interact with our chatbot to resolve conficts around 
the design of course activities. By comparing their responses before 
and after the interaction, while also considering their reactions to 
group decisions aligned with and conficting with their interests, 
we addressed two research questions: 

• RQ 1: Can rule-based chatbots increase users’ willingness to 
commit to group decisions without direct interaction among 
the members of the group? 

• RQ 2: Can rule-based chatbots increase users’ willingness 
to commit to group decisions that confict with personal 
opinions? 

RQ2 articulates a particularly important process of co-design, in that 
consensus-building is often followed by other co-design activities 
(e.g., refning group opinions). The success of the chatbot interaction 
hence must be assessed in terms of stakeholders’ willingness to 
commit even to conficting group decisions, which can expect their 
continuous contribution in the later phases of co-design. 

Our results indicate that interacting with a chatbot can indeed 
increase stakeholders’ willingness to commit to group decisions 
by eliciting the perceived joint efort and fairness, also in the face 
of group decisions that confict with one’s own opinions. We dis-
cuss design implications for facilitating consensus-building with 
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chatbots and the potential benefts that chatbots may bring to asyn-
chronous co-design. 

2 RELATED WORK 

2.1 Interactive Support for Consensus-Building 
Scholars have explored interactive systems that elicit individu-
als’ preferences and support exchanging opinions throughout the 
process of reaching consensus. To support consensus-building in 
long-term design projects, Moghaddam et al. developed an on-
line design-discussion platform that tracks design alternatives and 
designers’ arguments [64]. Grünbacher and Briggs investigated 
the design of a shared platform for voting on key conditions and 
prioritizing the winning ones in aims of developing a space for 
negotiation [16]. To support disagreements’ clarifcation, Liu et 
al. developed a user interface for ranking alternative solutions via 
several criteria established within the group [35]. Their systems 
enable users to compare their opinions with the group’s current 
ones, hence achieving opinion alignment in the group. Similarly, 
Unehara et al. proposed a design-support system that automati-
cally generates new design candidates that represent compromise 
among individuals’ votes on the initial set of designs [56]. The 
systems hold promise for supporting space- and time-independent 
consensus-building, with users who come to the platforms later 
being able to examine the progress and contribute on the basis 
of the group’s current decisions. However, they all rely on users’ 
active participation and do not touch the discussion itself. How, 
then, can systems be designed to actively moderate and guide users 
in asynchronous consensus-building? 

2.2 Interactive Support for Co-Design 
While stakeholders contribute to co-design projects as experts in 
their respective domains, they often encounter difculties to fully 
articulate or communicate their ideas comprehensively. Diverse 
co-design methods, techniques, and events have arisen in response 
to this issue [37]. Some employ tangible objects, such as physi-
cal probes [3] and cards [18]). Similarly, interactive systems have 
been designed to enhance stakeholders’ involvement and ideation 
during co-design. For instance, studies have looked into afnity di-
agramming in a digital space, which allows swift rearrangement of 
thoughts to present multiple perspectives in converging ideas, not 
limited by physical boundaries [31, 36]. Mazalek et al. demonstrated 
the use of a digital tabletop to support storytelling among stake-
holders in a local area [41]. With a focus on gaming environments, 
Walsh et al. facilitated co-design between children and designers by 
attending to children’s familiarity with interactions in the digital 
world [59]. Enhancing concurrent co-design workshops has been a 
major focus on interactive systems. Little attention has been given 
to facilitating asynchronous co-design. 

In response to the COVID-19 pandemic, Kennedy et al. explored 
translating multiple phases of physical co-design to a digital envi-
ronment through online surveys and Zoom meetings [26]. Their 
study highlighted the benefts of resolving the power imbalance 
between researchers and other participants, alongside the setting’s 
convenient control of discussion groups’ size, whereby participants 
obtain more comfortable and intimate environments for sharing 

their thoughts. Whereas such work has proven to overcome physi-
cal limitations afecting co-design, there has not yet been enough 
attention to time-related limitations, such as reducing information 
disparities between people who join the co-design efort earlier 
vs. later. By adding chatbots to the process, we investigated the 
potential of facilitating asynchronous contributions in co-design at 
a convenient time for participants. 

2.3 Chatbots as Moderators 
To enhance stakeholders’ communication and knowledge-sharing, 
various methods have been proposed, among them storytelling [23], 
brainstorming [63], contextmapping [57], future workshops [27], 
and embodied narratives [13]. All require the presence of moder-
ators and hence bring in factors directly related to the limits of 
human moderators’ abilities, such as the number of stakeholders 
or the frequency and duration of the co-design activities that mod-
erators can manage. If these burdens can be lifted via interactive 
tools or artifcial agents, a new design space for co-design projects 
could emerge. 

Conversation is one of the most familiar channels in human com-
munication during idea-sharing. Studies attest that more valuable 
information gets produced and that users engage more actively 
when the information is collected through conversational agents 
as compared to surveys [30, 49, 62]. In response, researchers have 
investigated these agents’ potential as a replacement for human 
moderators to support design or discussion [17, 19, 46, 60]. For 
instance, to assist users in organizing their thoughts before join-
ing group discussions [14] or engaging in persuasive writing [61], 
private discussion with a chatbot may be promising. By helping 
users hone the presentation of their personal ideas and rationales, 
chatbots have increased users’ awareness of critical-thinking and 
argumentation skills. The studies closest to our area of interest were 
done by two research groups that investigated chatbot moderation 
in online discussions: In the study by Kim et al., a chatbot managed 
discussion time, encouraged “lurkers” to speak up, and organized 
users’ opinions in real-time synchronous group discussion [28]. The 
authors also investigated chatbots for consensus-building, but the 
setting remained involving real-time discussion in small groups [29]. 
The other group, Lee et al., investigated chatbots’ moderation of 
asynchronous online discussion [32]. The chatbot prompted users 
to input their thoughts on a shared platform and led discussions 
following a pre-designed structure. In these studies, users were 
expected to reach consensus based on the group decisions’ quality 
rather than their perceptions from interacting with the chatbot 
and the other users. Our study, in contrast, examined the efects 
of chatbot interaction on users’ willingness to commit to group 
decisions irrespective of how consistent these are with their own 
interests, and we assessed the potential of a chatbot as a moderator 
for stimulating group efort in asynchronous co-design. 

3 CONVERSATION FLOW DESIGN 
Our chatbot’s task in co-design is to a) resolve conficts among 
stakeholders’ needs and b) increase stakeholders’ willingness to 
commit to group decisions without the need for direct communica-
tion among stakeholders (i.e., the chatbot interacts with individu-
als). The overall conversation fow is shown in Figure 1. Firstly, the 
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Figure 2: A conceptual diagram of consensus-building with our chatbot. By adopting the guidelines for building consensus, 
the chatbot elicits specifc user behaviors that lead to greater user willingness to commit to group decisions. 

chatbot introduces the purpose of the interaction and appropriate 
behaviors in building consensus. Then, it introduces a confict and 
asks the user to suggest ideas for resolving that confict. In the pro-
cess that follows, the chatbot encourages the user to deeply think 
about the suggestions, by requesting self-evaluation and presenting 
potential solutions previously suggested by other group members. 
In the last part of the interaction, the chatbot displays all solutions 
from the current user as well as from the other participants in the 
co-design project. It then requests the user to select one solution 
that the user most prefers. After the user’s input, the chatbot moves 
on to the next confict. 

The design for the conversation fow was based on guidelines 
for building consensus [10, 54]. Per these guidelines, the overall 
process of consensus-building follows the steps of defning the issue 
(conficts), developing the criteria for consensus, proposing solu-
tions, testing consensus, and making a fnal agreement. The entire 
process takes advantage of four basic beliefs among stakeholders 
that facilitate consensus-building. The frst is that decisions should 
be in the group’s interest. Everyone in the group should aim for 
the most productive and fairest solutions in resolving conficts, tar-
geting win-win conditions. The second belief is in devoting mutual 
efort to tackling conficts as a group. Nurturing it evokes a sense 
of belonging, being in a group expanding efort for the shared inter-
ests. Hence, it stimulates active contributions. The third belief is in 
considering disagreements among stakeholders as ofering chances 
to express diferent points of view. Finally, the belief that ‘every 
voice matters’ emphasizes fair opportunities for making sugges-
tions and giving thoughtful consideration to each person’s opinions, 
regardless of conficting viewpoints. 

During the interaction, our chatbot gets users to perform and per-
ceive others’ efort in accordance with the aforementioned beliefs 
fundamental to consensus-building. Figure 2 presents a concep-
tual diagram of consensus-building through our chatbot. Aiming 
for a win-win situation and caring about opposing viewpoints are 
addressed by directing users’ attention accordingly. The chatbot 
challenges users to think about the most productive solutions (e.g., 
satisfying both sides in the confict) before moving on to lesser solu-
tions (e.g., satisfying one side only). A study by Kelly et al. applied 
a similar approach in the ideation phase of co-design to encourage 
‘daring’ or ‘impossible’ solutions [25]. To prevent users from ignor-
ing alternative opinions, the chatbot asks the user to try advocating 
the opposite ideas, in perspective-taking [22]. Compared to directly 
asking users for a certain input, having them perceive the presence 
of the others throughout the asynchronous interaction is a design 
challenge. Studying this subject, Narain et al. pointed to eliciting 

the sense of talking to other users by projecting the others’ pres-
ence via chatbots [45]. Building on their work, we expected seeing 
the others’ responses to stimulate a sense of mutual efort. The 
chatbot is programmed to show responses similar to the user’s frst, 
to enhance the sense of belonging, then opposing views, to reveal 
the possibility of resolving the confict with diferent opinions. 

4 EMPIRICAL EVALUATION 
To observe the infuence of the chatbot, we staged an asynchronous 
co-design project where teachers and university students design 
their course activities together. Specifcally, we prepared a co-design 
scenario wherein stakeholders reach consensus on how to resolve 
conficts between their opposite needs (e.g., student group A wants 
to have team projects while student group B does not want to have 
them). 

4.1 Study design 
We designed a within-group study to address our research questions. 
For RQ1, we followed the pre-post study procedure, comparing 
user responses to the same set of survey items right before and 
after interacting with the chatbot. In this study, it was critical to 
collect participants’ baseline responses just before the chatbot in-
teraction since their exposure to co-design might encourage them 
to intentionally display favorable behaviors for reaching consensus. 
By capturing participants’ perceptions of their own willingness and 
their expectations of other members immediately before the inter-
action, we pinpointed the infuence of our system, isolated from 
participants’ latest understanding of co-design. For RQ2, we com-
pared user responses from after seeing group decisions consistent 
with their personal interests (aligned group decision) and decisions 
counter to their personal interests (conficting group decision). 

The overall study structure is shown in fgure 3. For examining 
the infuence of the chatbot interaction, it was crucial that a) par-
ticipants believe this to be a co-design project and b) participants 
be similar in their level of caring about conficts. To provide the 
sense of an ongoing co-design process, we conducted the exper-
iment over three days, simulating the time needed for collecting 
and analyzing all stakeholders’ suggestions. The chatbot collected 
stakeholders’ needs (day 1), discussed how to resolve conficts (day 
2), and revealed group decisions (day 3). 

With an experiment of this duration, it is challenging to fnd 
mutual conficts that are relevant to all participants. Therefore, we 
prepared personalized conficts for each participant, based on the 
needs expressed by that participant on day 1. For each confict, one 
of the needs came directly from that participant. We prepared the 
opposite need, along with three potential solutions for resolving 
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Figure 3: The structure of our empirical evaluation and the relationship between the research questions (RQ1 and RQ2). Survey 
A collected data on users’ willingness to commit to group decisions, and survey B addressed the utility of the chatbot. Survey 
C collected user responses on the combined efect (A + B). 

the confict, which the chatbot presented as the others’ suggestions 
(e.g. “The other students said. . . ”). Likewise, aligned and conficting 
group decisions were tailored to match each participant’s input 
during the chatbot interaction. 

4.2 Participants 
We recruited 12 university students (mean age = 26.58, SD = 3.73; 
gender-balanced sample), from diverse departments, such as physics, 
chemistry, electrical engineering, computer science, and design. All 
participants had experience of taking part in team projects that 
involve resolving conficts and building consensus through face-
to-face group discussion, negotiations, making compromises, and 
voting. Half of the students had acted as a teaching assistant; nev-
ertheless, we instructed everyone to participate as students. Four 
participants had some understanding of co-design prior to our 
study. To prime participants such that they shared similar levels of 
knowledge of co-design, we introduced the concept to all of them 
in line with a set script. Each participant was compensated with a 
restaurant voucher (25 EUR). 

4.3 Task 
Participants performed specifc tasks on each day. On day 1, they 
flled in a survey form to share the needs that they wanted to 
consider in the design of course activities. On day 2, participants 
interacted with the chatbot without any interference from the re-
search moderator. The participants took part in two discussions 
in a row, focusing on one confict at a time. At the end of each 
discussion, the subject selected the solution that they want to try 
the most compared to the other potential solutions. Before and after 
the interaction, participants completed a survey, as noted above. On 
the last day, they were presented with aligned and conficting group 
decisions. They shared their responses to each group decision via a 
survey and a post-interview. 

4.4 Apparatus 
We developed a rule-based chatbot to lead the conversation and nur-
ture the aforementioned beliefs behind consensus-building, follow-
ing the predefned order. Since we focused on what users perceived 
from conversation designed in advance, adaptive conversation that 

interacts with users’ ideas further (i.e., NLP capability) was not 
required for this study. 

Our conceptual conversation fow is independent of specifc chat 
systems and chatbot software. We used the Telegram messaging 
platform (Figure 4). Thanks to its popularity 1, we could expect 
participants to be familiar with its interface or that of similar mes-
saging services. Using an existing messaging platform also removed 
the need to set up a discrete communication system for the study. 
Our chatbot is written in Python and connects to the Telegram plat-
form via an implementation of its API2. The participants connected 
to Telegram via a browser or desktop application, using their own 
accounts. Our chatbot’s code is available online 3. 

We implemented answer buttons for questions that required 
choosing from a closed set of options (e.g., ‘Yes’, ‘Maybe’, and ‘No’) 
and also items for which the user needed to select from among 
previously shown examples. The answer buttons freed the partici-
pants from typing repetitive answers and eliminated the risk of the 
chatbot misinterpreting a participant’s answers to any questions. 
When the chatbot collected the participant’s ideas and rationale, 
free-form input was used: the users typed in their answers to these 
questions. 

4.5 Measurements 
We argue that the quality of group decisions alone cannot clearly 
reveal the success of facilitating consensus-building. In principle, 
participants may go along with even a low-quality group decision if 
they believe it to be the best one at the moment [10]. Therefore, we 
probed participants’ perceptions of the overall chatbot interaction. 

We collected participants’ responses through self-reporting sur-
veys and post-interviews. The survey before and after the inter-
action used the same questionnaire, collecting participants’ views 
about their willingness and that of the other participants in the 
co-design project. To measure the utility of the chatbot interaction, 
questions inspired by the System Usability Scale (SUS) [34] were 
added to the survey completed after interacting with the chatbot 
and after seeing the group decisions. All measurements employed 
a seven-point bipolar Likert scale [9] (1 = strongly disagree, 2 = 

1https://telegram.org/faq#q-what-is-telegram-what-do-i-do-here 
2https://github.com/python-telegram-bot/ 
3https://github.com/joongishin/Consensus-building-bot 

https://telegram.org/faq#q-what-is-telegram-what-do-i-do-here
https://github.com/python-telegram-bot/
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Figure 4: We implemented our chatbot using the Telegram 
messaging platform. The answer buttons were implemented 
to reduce users’ burden of typing repetitive answers. 

disagree, 3 = somewhat disagree, 4 = neutral or don’t know, 5 = 
somewhat agree, 6 = agree, and 7 = strongly agree). 

To examine the user responses further, we prepared a semi-
structured interview protocol focused on the chatbot interaction’s 
efect on sharing personal opinions, thinking from the others’ per-
spective, and perceiving fairness and a sense of group efort toward 
shared aims. Participants’ views on the benefts and limitations of 
this interaction as compared to face-to-face group discussion were 
collected as well. 

4.6 Procedure 
We conducted the experiment via Zoom, one participant at a time. 
Throughout the experiment, the participants remained anonymous 
and did not communicate with each other. Before day 1, we obtained 
the participants’ consent and instructed them to be present through 
a desktop or laptop. They were given PDF guidance for preparing 
the chatbot interface themselves on their device. 

On day 1, we met each participant online to introduce the pur-
pose of the experiment as a co-design project and the general con-
cept of co-design. To prime the participants with similar amounts 
of knowledge about co-design, we gave a fve-minute presentation 
following our script and resolved any misunderstanding about the 
concept. During the introduction, no information was given on how 
they should behave – e.g., whether to give thoughtful consideration 

to the others’ opinions or pursue shared interests. We continued by 
informing them about their tasks and the overall schedule of the ex-
periment. After checking their setup for the chatbot interaction, we 
concluded the session with the survey collecting the participants’ 
needs related to course activities. 

On day 2, before the chatbot interaction, we informed the partici-
pants that we wished to check their understanding of the co-design 
project in its current state, and we presented a survey accordingly. 
Then, we gave instructions for interacting with the chatbot, such 
as to read the dialogue from the chatbot careful, that one cannot 
modify previous input, and to use the answer buttons (instead of 
typing) when presented. Then, the participants started interacting 
with the chatbot, without further interference from us. The chat-
bot led the discussion by following the conversation fow. After 
the participants completed the interaction, we conducted another 
survey and concluded the session with an interview about their 
experience with the chatbot. 

On the last day, we told the participants that everyone had com-
pleted the discussion with the chatbot and that group decisions 
had been reached for each confict, based on everyone’s fnal sug-
gestions at the end of the interaction. The group decisions were 
presented at the same time as the fnal survey. We randomized 
the order of aligned and conficting group decisions (i.e., half of 
the participants saw an aligned group decision frst). When the 
participant had completed the survey, the session concluded with 
the interview about the subject’s opinions on each group decision 
and the chatbot. We recorded all participants’ entire conversation 
with the chatbot and their interview responses. The experiment 
took 10, 30, and 20 minutes on each day, respectively. 

5 RESULTS 
All participants found the conficts relevant to them and to refect 
issues that students commonly face in their courses. Most partici-
pants did not suspect that the conficts, suggestions from others, 
and group decisions were staged. Only one participant expressed 
suspicion, on the last day, that there were no other participants – 
that person had found the overall process of collecting everyone’s 
responses through the survey and chatbot too fast and smooth. 
Nevertheless, that participant completed all surveys and interviews 
without knowing the truth. 

On average, the participants interacted with the chatbot for 12.7 
minutes (SD = 4.7), without needing any assistance from the re-
search moderator. Most participants found the conversation easy 
to follow in general and enjoyed talking with the chatbot (see Fig-
ure 5). More specifcally, they found the chatbot useful for resolving 
conficts and building consensus, and felt that it had convinced 
them to adopt a diferent solution. 

To further examine the infuence of the chatbot on the partici-
pants’ fnal suggestions, we reviewed all 24 discussions. The partic-
ipants initially suggested voting in fve of them, in three of which, 
on account of interacting with the chatbot, the participants changed 
their mind and suggested designing solutions. The participants com-
mented that seeing the others’ ideas about designing solutions had 
helped them recognize the possibility of satisfying both sides. In 
the other two cases, the participants stuck with the voting, conclud-
ing that the others’ designing solutions were not practical enough. 
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I think that I would like to use this chatbot for resolving conflicts.

I think that I would like to use this chatbot for building a consensus.

I think that the chatbot convinced me to adopt a different approach than my initial suggestion.

I think that I could follow the conversation.

I enjoyed talking with the chatbot.

Strongly 
disagree

Strongly 
agreeDisagree Agree

Somewhat
disagree

Somewhat
agreeNeutral

Figure 5: The results of the survey on the utility of the chatbot interaction. 

In the other 19 discussions, the participants suggested designing 
solutions frst. Here, interacting with the chatbot led the partici-
pants ultimately to pick the others’ designing solutions in 15 cases. 
These participants commented that they found the others’ solu-
tions more practical, more productive for both sides, or similar 
to their own suggestions but stated more concisely. In the other 
four cases, the participants stood by their initial ideas, which they 
expected to prove more practical. Likewise, none of the participants 
changed their mind in favor of voting; they considered voting the 
less productive solution. 

We performed a Wilcoxon signed-rank test (non-parametric 
within-subject test) to compare user responses to the survey from 
before and after iterating with the chatbot as well as seeing the 
aligned and conficting group decisions. We report the efect size 
(r) of each observation using Cohen criteria of 0.1 = small efect, 0.3 
= medium efect, and 0.5 = large efect. IBM SPSS statistics 26 was 
used, with a p-value below 0.05 indicating statistically signifcance. 

5.1 The Chatbot’s Infuence on 
Consensus-Building 

The results of the survey before and after the chatbot interaction 
are shown in Figure 6. A statistically signifcant infuence of the 
interaction on consensus-building was visible for all items but ‘I 
considered group benefts’ and ‘other participants will consider 
group benefts’. We assume that the concept of co-design primed 
the participants to aim for their shared interest and to expect the 
others to do the same. 

As for the rest of the items, interacting with the chatbot elicited 
statistically signifcant changes in subjects’ expectations of the 
others. The participants had a greater sense of other participants’ 
presence in the co-design project (Z = -2.222, p = 0.026, r = 0.454). 
The post-interview revealed that seeing the others’ various sugges-
tions made them feel aware of the other participants. For instance, 
P1 and P5 were impressed that the others had ideas similar to theirs, 
and P7 noted that the interaction felt more “live” through seeing 
the others’ suggestions in the form of quotes. Thus, they perceived 
others’ efort and presence without having to meet in person. 

The chatbot interaction signifcantly increased the participants’ 
empathy with the others’ suggestions (Z = -2.310, p = 0.021, r = 
0.472) and consideration of those suggestions as potential solutions 
(Z = -2.236, p = 0.026, r = 0.456). Such perceptions appeared to 
infuence the participants’ expectations of the others; they believed 
that the chatbot facilitated fair contributions from all. Statistically 
signifcant increases were observed also in the participants’ belief 
that their suggestions would be met with empathy from the others 
(Z = -2.714, p = 0.007, r = 0.554) and get regarded as potential 

solutions (Z = -2.428, p = 0.015, r = 0.496). During the interviews, 
participants specifed that the perspective-taking and voting among 
the proposed solutions had led them to believe that all suggestions 
would be examined by everyone. P3 commented that he expected 
the others to behave as he did: to be convinced and to reason with 
the others’ suggestions in the process. 

The same was true for the participants’ willingness to commit 
to the group decisions. Interacting with the chatbot had a statisti-
cally signifcant positive efect on that willingness (Z = -2.333, p 
= 0.020, r = 0.476) and on the level of commitment they expected 
from the others (Z = -2.111, p = 0.035, r = 0.431). The participants 
were confdent that appropriate solutions can be proposed through 
the chatbot, because the interaction required them to rethink the 
fairness and productivity of their own proposals as well as others’. 
P9 said, “I did like that I could vote for any of them. I could vote 
for my own solution, but it was not the best one.” Likewise, p12 
commented that she appreciated the chatbot asking for both solu-
tions and rationale, thus getting her to think more deeply about her 
initial ideas. Looking at the results, we believe that the chatbot not 
only caused the participants to suggest solutions that consider the 
whole group but also got them to sense the others’ efort toward 
shared benefts. 

5.2 Infuence of Group Decisions on 
Consensus-Building 

The participants’ fnal suggestions represent both aligned and con-
ficting group decisions were provided. All participants were sat-
isfed when seeing a group decision aligned with their personal 
views; they believed that fair consideration was given to all sugges-
tions and did not express remaining curiosity (e.g., wanting to know 
the others’ rationale for supporting the same solution). In contrast, 
the participants expressed disagreement with conficting group 
decisions and wanted to know why the opposing side supported a 
particular solution. 

The conficting group decision was ‘designing solutions’ for two 
participants and ‘voting’ for the other 10. In both cases, the partici-
pants expressed slight disappointment and confusion during the 
post-interview. P1 and P3 commented that they thought the others 
just wanted the easiest solution, believing that voting requires less 
efort than designing solutions. Similarly, those participants who 
suggested voting deemed designing solutions was impractical when 
compared to voting. 

Despite their dissatisfaction in the conficting group decisions, 
the participants were willing to commit to aligned and conficting 
group decisions both (Figure 7); the decision showed no statistically 
signifcant infuence on the participants’ willingness to commit 



UIST ’22, October 29-November 2, 2022, Bend, OR, USA 

Strongly 
disagree

Strongly 
agreeDisagree Agree

Somewhat
disagree

Somewhat
agreeNeutralBefore interaction After interaction

Other participants will consider the group benefits more than their own benefits.

I considered the group benefits more than my own benefits.

I sensed the other participants' presence in this project.

I empathized with the others’ suggestions.

Other participants will empathize with my suggestions.

Other participants will be willing to commit to group decisions.

I considered the others’ suggestions as potential solutions.

Other participants will consider my suggestions as potential solutions.

I am willing to commit to group decisions.

p < 0.050 

Figure 6: The survey data from before and after interaction with the chatbot. The Wilcoxon signed-rank test revealed a statis-
tically signifcant infuence of the chatbot on users’ willingness to commit to group decisions. 

to group decisions (Z = -1.841, p = 0.066, r = 0.376), perception of 
individual’s own empathy (Z = -1.725, p = 0.084, r = 0.352), caring 
about the benefts for the group (Z = -1.508, p = 0.132, r = 0.308), and 
consideration of the others’ suggestions (Z = -1.342, p = 0.180, r = 
0.274). The participants reported assuming that their opinions might 
have been minority ones or guessing that the others saw something 
good in the conficting group decisions. P3 and P12 supposed that 
the others reached their conclusion from diferent perspectives and 
on the basis of some reasons that they themselves did not see. P3 
added that “I am willing to adapt for the better good of the group, but 
I am not with the statement 100 percent.” Similarly, P2, with a sense 
of fair discussion with the chatbot, said, “However, because I had 
a chance to convince someone else, I am actually not dissatisfed.” 
We believe that their striving toward common interests and their 
sense of fair contributions to the group’s decision continued and 
infuenced the participants to reach a compromise with conficting 
group decisions. 

Relative to what the participants perceived in themselves, their 
expectations of the others were statistically lower in the case of 
conficting group decisions. The participants agreed less with the 
statements that the others empathized with my suggestions (Z 
= -2.956, p = 0.003, r = 0.603), considered my suggestions as po-
tential solutions (Z = -2.388, p = 0.017, r = 0.487), and considered 
group benefts (Z = -2.584, p = 0.010, r = 0.527). The post-interview 
revealed that, because the subjects found their own suggestions 
better than the conficting group decision, they assumed that their 
rationale might not have been shared properly. For instance, P10 
wondered whether a diferent set of solutions was shown to the 
others. Likewise, these participants gave statistically lower scores 
for the chatbot’s usefulness for resolving conficts (Z = -2.333, p = 
0.020, r = 0.476) and building consensus (Z = -2.060, p = 0.039, r = 
0.420). 

In cases of a conficting group decision, the participants also had 
lower expectations for the others’ willingness to commit to the 
group decision (Z = -2.356, p = 0.018, r = 0.481). They commented 

that they were uncertain how many of the others agreed or dis-
agreed with the group decision, hence they could not confdently 
judge whether the others would commit to it. For instance, P11 
noted that it was difcult to assess the situation without knowing 
how many people actually agreed with the group decision. 

6 PARTICIPANT EXPERIENCE AND 
SUGGESTIONS 

The results show that the rule-based chatbot was able to increase 
participants’ willingness to commit to group decisions by highlight-
ing a) the others’ efort to reach shared interests and b) giving a fair 
chance to all participants, hence facilitating consensus-building. 
Proceeding from the results and self-reporting in the post-interview, 
we consider the implications for designing chatbots for consensus-
building and discuss how chatbots would beneft co-design projects. 

6.1 Implications for Design 
In a frst step for investigating chatbots in consensus-building, we 
designed the chatbot to ask questions in a specifc order and respond 
to the participants’ input. Whereas most participants found the con-
versation easy to follow, we did see space for improving users’ en-
gagement with the chatbot and with the others’ ideas. Accordingly, 
we share four design implications to enhance consensus-building 
through a chatbot. 

6.1.1 Guiding users to beter promote their ideas in the dialogue. 
Our chatbot facilitated the asynchronous interaction and allowed 
the participants to take as much time as they needed for elaborating 
their own thoughts. Despite this beneft, the lack of immediate 
feedback from other group members is indeed a limitation of the 
asynchronous interaction. This can lower the quality of consensus-
building by not identifying misunderstandings on each person’s 
suggestions and not providing better descriptions. In response, we 
argue that chatbots should provide a clear instruction to eliminate 
any uncertainty when participants propose their ideas. For instance, 
P6 tended to give long answers (nearly a full paragraph) ofering 
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 I want to take this approach for resolving this conflict.

Other participants empathized with my suggestions.

Other participants are willing to commit to group decisions.

Other participants consider my suggestions as potential solutions.

Consider the group benefits more than my own benefits.

Other participants considered the group benefits more than their own benefits.

I am willing to commit to group decisions.

I consider the others’ suggestions as potential solutions.

I think that I would like to use this chatbot for resolving conflicts.

I think that the chatbot convinced me to adopt a different approach than my initial suggestion.

I think that I would like to use this chatbot for building a consensus.

I empathize with the other participants' suggestions.

Figure 7: User responses to aligned and conficting group decisions, collected via the survey. From our Wilcoxon signed-rank 
test, we observed no statistically signifcant diference in the participants’ willingness to commit to aligned vs. conficting 
group decisions. In contrast, their expectations for the others’ behavior showed a signifcant diference. 

his suggestion and detailed rationale. He stated that, because he 
did not know the form in which the answer should be given to the 
chatbot or would be shared to the others, he tried to give as much 
detail as possible: 

"It would have been nicer if I knew what kinds of 
answers I should provide. Should I tell the answer 
briefy or should I give reasons as well?" 

P1, meanwhile, switched to shorter answers after seeing the chat-
bot’s question about rationales and the others’ responses as a single 
sentence. Their responses showed that users adapt to other mem-
bers’ writing style over time, believing that is the right format 
to follow. Whereas this might resolve the uncertainty in the in-
teraction, it can harm the quality of idea exchange if the initial 
users describes their thoughts inefectively (e.g., verbose). There-
fore, chatbots should suggest a writing format for describing per-
sonal thoughts in the beginning of the interaction. 

In another case, not knowing the conversation fow caused par-
ticipants to miss opportunities to share more details. A couple of 
participants reported having expectation to get more chances to 
promote their suggestions’ advantages over others’; however, the 
chatbot moved on to the next confict after asking them to select 
one solutions. P2 commented that he would have given more details 
if he had known that there would be no further chances to do so. 
P6 likewise wanted to share more of the reasons behind specifc 
solutions, but the opportunity never came. Accordingly, chatbots 
should allow participants to edit their previous input. Potentially, 
participants may have better thoughts after taking a break from 
the interaction and may want to promote their ideas in a difer-
ent perspective. If participants must fnalize their responses before 

moving on to the next dialogue, chatbots should inform this in the 
dialogue explicitly (e.g. signposting). 

We observed a situation wherein ambiguity in the chatbot’s 
intention left participants hesitant to answer. Three of them com-
mented that the purpose of the perspective-taking was unclear to 
them since the chatbot did not explain how the participants’ input 
would be used: P6 and P9 reported that they could not understand 
the purpose of expressing support for suggestions conficted with 
their own, and P5 said that he wanted to skip the request since he 
did not want to be seen as supporting the opposite suggestions. 
Accordingly, we recommend resolving the issue by readying the 
chatbot with explanations on the purpose of its requests to users 
for those who demonstrate confusion. 

6.1.2 Improving the Informativeness of Others’ Suggestions. Pre-
senting other group members’ ideas was the key feature enabling 
the asynchronous consensus-building via our chatbot. The interac-
tion made participants build on each other’s viewpoints and sense 
group efort even without direct communication among them. User 
responses indicate that the interaction can improve the quality of 
consensus-building further by timing the moment of presenting 
other group members’ ideas and by adjusting their similarity to 
the current user’s ideas. In this study, the chatbot presented the 
others’ solutions after the participants made their initial sugges-
tions. Therefore, several participants suggested already existing 
ideas and later found out that there were others who had similar 
thoughts. From the observation, two distinctive responses were re-
ported. The majority of the participants enjoyed that the others had 
similar ideas and expressed a sense of belonging, which positively 
infuenced consensus-building. 
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With the current implementation, two participants viewed simi-
lar suggestions as duplicates that made the confict resolution less 
efcient. They commented also that seeing the others’ suggestions 
before ofering theirs would have encouraged improving the sug-
gestions or generating new ideas. P11 said, 

"After seeing the others’ suggestions, sometimes I 
wanted to undo my answer because my suggestions 
were similar to the others, considering that this is to 
resolve conficts." 

In light of how people build on each other’s ideas during a discus-
sion, presenting the others’ suggestions up front indeed has benefts. 
However, we would expect interacting with other suggestions be-
fore ofering one’s own thoughts to pose risks of groupthink [21] or 
discourage further exploration. Therefore, we suggest the chatbot 
to adapt its purpose of showing the others’ ideas considering the 
phase of consensus-building. For instance, chatbots should present 
only the common ideas in the beginning, to elicit a sense of belong-
ing, and present semantically diferent ideas later on, as inspiration 
to generating innovative solutions [4, 15]. 

Another design consideration in showing other group members’ 
idea is information that can be collected and presented alongside 
their ideas. Our chatbot showed the others’ suggestions as quotes, 
thus enhancing the sense of mutual presence. While the participants 
considered the quotes vivid, we observed a need for contextual in-
formation such as how confdent the others were when making the 
point in the conversation. For instance, P4 wanted to know whether 
a given suggestion was an initial vs. fnal one and whether the per-
son still supports the suggestion as stated. To improve users’ em-
pathy for and understanding of other group members’ viewpoints, 
we recommend having means for users to express their attachment 
to their ideas in the dialogue (e.g. emoticon). Potentially, chatbots 
may deliver such information by re-creating the dialogue in which 
other group members shared their thoughts, allowing participants 
to better understand the others’ thought process. 

6.1.3 Moderating Conflicts on Group Decisions. This study inves-
tigated the infuence of interacting with the chatbot over only a 
single cycle. The chatbot’s ability to increase participants’ will-
ingness to commit to group decisions points to a need for further 
interaction with the chatbot, related to convincing the others. In re-
sponse, the participants wanted review the details about the group 
decisions that conficted with personal interests. The most com-
monly requested information was the number of participants who 
(dis)agreed with the ultimate decisions – participants were con-
cerned that there might be many others who disagreed with the 
group decisions, and P4 added that knowing how many people 
voted for each approach would have helped him understand how his 
group is navigating at the moment. Also, the participants wanted 
to review other group members’ reasons for agreeing with the 
conficting group decisions. They wanted to examine possible mis-
understandings or a perspective that they might have missed. The 
most representative expression of this need came from P12: “If I can-
not deny it, at least I want to know why.” On the contrary, if a large 
number of participants are invited through chatbots, reviewing all 
members’ opinions would be time-consuming and identifying ma-
jor opinions would be difcult. We argue, in response, that chatbots 
should provide an efcient way of examining the complexity behind 

group decisions. For instance, system could use NLP methods such 
as semantic clustering to identify the most representative opinions 
to focus on or adaptively present opinions contrasting against the 
individuals’ previous viewpoints. 

In addition to reviewing other group members’ input, the par-
ticipants wanted to express their (dis)agreement with the group 
decisions, regardless of their commitment. They expected such 
information to prompt further discussion or reconsideration on 
suggestions receiving fewer votes. Similar to how the chatbot col-
lected everyone’s suggestions and arrived at the group decision 
accordingly, the chatbot could meet with the individuals again, to 
assess their agreement and propose multiple rounds of discussion. 
In addition, informing users that further discussion will follow 
might accentuate the consensus-building’s fairness further. 

6.1.4 Moderating User Inputs to Fight Malevolent Posting. Through-
out the study, the participants gave thoughtful answers to the 
chatbot and perceived the others’ suggestions to be reasonable. 
However, in anonymous settings, it could happen that not all par-
ticipants give sincere suggestions. Potentially, some participants 
might spam their own ideas regardless of what the chatbot asks 
or give very brief responses to complete the interaction as quickly 
as possible. In the absence of any fltering system, we would ex-
pect such responses to get shared with all participants and disrupt 
their focus on actual conficts. Work on NLP has studied detection 
of unsuitable or malicious user content extensively, covering use 
cases such as spam [42], fake reviews [43] and hate speech [11]. 
The approaches range from simple rule-based systems to advanced 
methods of machine learning. While an automated system may not 
detect malevolent posting perfectly, it could reduce its negative 
impacts by pre-fltering or by informing a human moderator about 
possible issues. 

6.2 Asynchrony and Anonymity in Co-Design 
Our study showed that a chatbot can facilitate consensus-building 
without having the participants communicate with each other, 
hence enabling asynchronous interaction. The results suggest that 
chatbots can asynchronously conduct co-design activities [8] wherein 
stakeholders contribute in their own time and space. We argue that 
this is consistent with the core value of co-design: involving real 
end-users instead of only a group of representatives. Without set 
schedules, any users who have access to the chatbot could join 
not only to merely share their opinions [39] but also to partici-
pate in constructive co-design activities moderated by chatbots. In 
contrast to group activities with a single moderator and multiple 
stakeholders, chatbots show promise for meeting with individual 
users to enable interaction with the others’ opinions at their own 
comfortable pace. 

We should stress that enabling users to participate in their own 
environment is another attention-worthy beneft. Designers and 
researchers have employed diverse methods to collect sticky in-
formation [58] in users’ contexts, such as ethnography, contextual 
inquiry, diary and camera studies [40], yet most co-design activities 
still bring users into one place, outside their own environment. 
Potentially, chatbots can moderate co-design activities in users’ 
spaces, where sharing contextual knowledge may be easier. That 
said, we believe there is a trade-of to the benefts of asynchronous 



Chatbots Facilitating Consensus-Building in Asynchronous Co-Design UIST ’22, October 29-November 2, 2022, Bend, OR, USA 

co-design, in the duration of co-design projects. In most co-design 
projects, stakeholders gather and contribute altogether in, all told, 
1-2 hours of co-design activities, then can easily move on to the sub-
sequent phases. In contrast, asynchronous co-design with a chatbot 
would extend each phase since stakeholders need to wait until the 
rest of the stakeholders fnish interacting with the chatbot. Man-
aging the deadline for each phase and overall progress constitutes 
another design challenge. 

Unlike in-person co-design activities, our chatbot setting hid the 
participants’ identity and showed that everyone’s suggestions were 
shared anonymously. The interactions were always between each 
participant and the others’ ideas, without any social interaction 
taking place. Whereas socio-emotional factors are considered to 
be essential for consensus-building [20, 24, 55], the participants 
reported benefts from having no social interaction, such as hav-
ing an objective view of the conficts and potential solutions. For 
instance, P8 specifed that interaction via the chatbot removed any 
distraction caused by seeing the others’ emotions and that they 
could focus on the facts: 

"I think it is good that you do not see the other people, 
so there is no issue of ego and no need to be afraid of 
being misjudged when suggesting ideas." 

Similarly, P7 and P9 commented that not seeing the others helped 
her evaluate their suggestions without worrying about harming 
their ego. Such anonymity could be further explored in a co-design 
context, to encourage shy participants or elicit bold ideas that, while 
perhaps less practical, could inspire others. 

However, combining anonymity with asynchrony presents po-
tential risks, such as stakeholders with higher authority navigating 
co-design. For instance, in our study context, lecturers could pre-
pare solutions such that the chatbot presents them as if coming 
from other students involved in the project. Since the responses 
are not labeled and the chatbot does not provide direct communi-
cation among students, it could be difcult for them to spot such 
manipulation. In the case of co-design in a small group (e.g., under 
10 stakeholders), it might be easier to cross-check stakeholders’ 
input in the event of doubt, but in co-design projects with a large 
number of stakeholders, expressing doubts would be difcult from 
the outset – stakeholders could presume their opinions to be mi-
nority ones. Further investigation would be required for designing 
a fail-safe or reliable moderation. 

7 CONCLUSION AND FUTURE WORK 
With this paper, we have introduced the idea that a chatbot could 
moderate consensus-building in co-design by engaging in con-
fict resolution with the individual stakeholders. Our study shows 
that presenting the others’ responses and encouraging perspective-
taking in the conversation can raise users’ willingness to commit to 
group decisions. Even when disagreeing with them, the participants 
were willing to accept the group decisions for the good of everyone. 
At the same time, we observed a need for iteratively sharing each 
person’s rationale and expressing one’s (dis)agreement with the 
group decisions. The chatbot as a moderator brings the benefts of 
asynchronicity and anonymity into co-design. 

To study conficts with relevance for each participant, we gener-
ated the aligned and conficting opinions ourselves. We expect the 

future to enable replacing such efort with NLP-based estimation 
of the semantic similarity between the current user’s input and 
other group members’ ideas, suggested earlier. Potentially, NLP 
could also be combined with a predefned conversation fow [38] 
and adaptively guide a set of consensus-building activities. 

Building on our results on consensus-building, future work should 
include investigation of chatbot interaction over the full cycle of 
co-design projects, whereas our study was limited to chatbot in-
teraction in the earlier stages of design, when stakeholders’ ideas 
remain at the conceptual level. Exploring how chatbots lead asyn-
chronous implementation and testing of solutions is another fas-
cinating avenue for extending co-design. Potentially, other forms 
of ideation (e.g., drawings and video) could be fruitfully integrated 
with chatbots, in light of how co-design promotes multi-modal 
communication to enhance stakeholders’ idea exchange. Another 
limitation of our study is that the interaction was in an experiment 
setting. Since the group decisions in our study did not have a critical 
impact on the participants, they might have been more accepting 
of the conficting group decisions than in a real-world setting. Fur-
ther investigation is required for understanding how chatbots can 
mediate conficts that could severely harm a portion of the group. 
Nevertheless, our study showed that the interaction increased the 
consideration for other members’ eforts and of their suggestions, 
which are essential for consensus-building. 
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