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A B S T R A C T

The performance of advanced fluid neutral models for the simulation of deuterium atoms in the plasma edge of magnetically confined fusion devices is tested for the first time on cases that include drifts and currents in the plasma model, on a simplified Alcator C-mod case. The unadapted advanced fluid neutral model already gives quantitative agreement, with 5–30% fluid-kinetic discrepancy in the broad vicinity of the strikepoint. A new advective perpendicular transport term is proposed, which further reduces the fluid-kinetic discrepancies for cases with drifts. It is also shown that the ion-neutral current can be calculated consistently for fluid or kinetic neutrals, at least when only atoms are considered. However, its effect on the solution is very small for the studied case.

1. Introduction

To reliably predict the peak heat fluxes and particle loads on the plasma-facing components of fusion devices, accurate plasma-edge models are needed, which require both an accurate plasma model and accurate modeling of neutral particles. In mean-field codes such as SOLPS-ITER [1], the inclusion of drifts and currents in the plasma model allows achieving better agreement between code and experiment, in particular with respect to observed inner–outer divertor asymmetries [2,3]. In recent years, despite the higher computational requirements, including drifts is becoming more common, for example for predictive modeling of ITER [4,5].

For the neutral particles, a kinetic Monte Carlo (MC) treatment is typically used. The EIRENE code [6] is used as the kinetic neutral solver in SOLPS-ITER. This MC treatment, however, becomes computationally expensive in high-recycling and detached regimes due to the resonant charge-exchange (CX) process between hydrogenic atoms and ions. The expensive MC treatment can be partially avoided by using fluid or hybrid fluid-kinetic models for the atoms. However, traditional fluid models could in the past never achieve strong quantitative agreement with the kinetic counterpart, even for cases without drifts. This disagreement made it hard to formulate conclusions on the drift-compatibility of the fluid neutral models [7]. Only in recent years, significant progress has been made on the development of advanced fluid neutral (AFN) models, which now offer an accurate, noise-free, and computationally efficient alternative for the kinetic treatment [8, 9]. These AFN models concern only the (neutral) atoms, but they can be consistently coupled to a kinetic model for molecules [10,11]. However, these AFN models have been developed in conjunction with plasma edge models that did not include drifts and currents.

In this work, we study for the first time the performance of the AFN models on a case with drifts. On a case with only atoms, we show that the unadapted AFN model already performs well. Next, we propose an additional advective neutral term related to the plasma drifts, which further improves the agreement. Furthermore, we show that the ion-neutral current can be calculated consistently using either fluid or kinetic neutral models, but that it has a very small effect on the solution. The presented work is performed in the new extended grids version of the SOLPS-ITER code suite [12].

2. Model description

2.1. Plasma model

In this work, we focus on a single-species hydrogenic plasma. SOLPS-ITER solves balance equations for the ion particle density, ion parallel velocity, ion temperature, electron temperature, and a current continuity equation to calculate the electrostatic potential. Parallel transport is based on Braginskii [13], but flux-limited. Cross-field
transport is modeled through diffusion coefficients for the anomalous turbulent transport, and through electromagnetic drift velocities. Imbalances in the fluxes for ions and electrons give rise to currents. The potential equation then mandates that the divergence of the currents is zero, such that the plasma remains quasi-neutral. The description of drifts and currents in SOLPS-ITER is based on Ref. [14].

Including the self-consistent description of drifts and currents is becoming more commonplace in recent years, among others thanks to dedicated efforts to speed-up these simulations [15]. However, these simulations are still routinely plagued by smaller timesteps or complex convergence issues, which is why plasma-edge simulations without drifts and currents are still being performed. In this case, the drift velocities are turned off, the currents are not computed, and the potential is set to 3.1 \( T_e/q \), where \( T_e \) is the electron temperature and \( q \) is the elementary charge. Alternatively, the drifts are turned off, and only the parallel current and potential equation are solved. This simplification can already lead to an improved solution without reducing the timestep.

### 2.2. Atom modeling

In this paper, we only consider fluid models for hydrogenic atoms in the plasma edge. These are expected to show fluid behavior in highly-collisional regimes due to the resonant charge-exchange reaction. Three collisional processes are considered in the underlying kinetic equation: ionization, recombination (both three-body and radiative), and charge-exchange. Molecules are not simulated explicitly. To approximately take their effect into account, the fraction of thermally released molecules is calculated, but it is then assumed that they immediately dissociate into atoms at the target, as explained in Refs. [8,16,17]. This assumption is made for both the fluid and kinetic approach. Including molecules is regarded as future work. Elastic collisions between atoms, molecules and ions are not yet included in the AFN models and are also regarded as future work.

#### 2.2.1. Kinetic atom model

The kinetic atom model used in this work is identical to that of Refs. [9,17]. The kinetic Boltzmann equation for the phase-space distribution \( f_a(r, v, t) \) of the atoms (subscript "a") can be written as

\[
\frac{\partial}{\partial t} f_a(r, v, t) + v \cdot \nabla f_a(r, v, t) = Q_a(r, v, t),
\]

where \( r \) and \( v \) indicate the position and velocity vector, respectively. \( Q_a \) represents all sinks and sources of kinetic atoms due to surface processes, and sources and collisions in the volume. This kinetic equation is 7-dimensional (6 for the steady-state solution), making it too expensive to solve with deterministic methods. Instead, particle-tracing Monte Carlo codes such as EIRENE are typically used. Atoms are created at source locations (gas puffs, volume recombination, recycling surfaces, etc.) and are traced while they travel through the plasma until their ionization. When particles hit a wall element they can either be fast reflected as an atom, thermally released as a molecule, or absorbed at the wall. In this work, the molecules are assumed to dissociate immediately at the targets, as explained above. When kinetic particles collide with (or ionize to) the plasma, source terms for particles, parallel momentum, and energy are calculated and transferred to the plasma equations.

#### 2.2.2. Advanced fluid neutral model

The fluid equations for the atoms consist of partial differential equations for the conservation of mass, parallel momentum, and energy. The atom continuity equation is given by

\[
\frac{\partial n_a}{\partial t} + \nabla \cdot \mathbf{\Gamma}_a^n = S_a^n.
\]

Here, \( n_a \) is the atom density, \( \mathbf{\Gamma}_a^n \) is the atom particle flux, and \( S_a^n \) is the atom particle source term. The latter is determined by the recombination and ionization processes:

\[
S_a^n = n_a n_i K_i - n_a n_i K_r.
\]

where \( K_i \) and \( K_r \) are the rate coefficient for volume recombination and ionization, respectively, and \( n_i \) and \( n_a \) are the ion and electron particle densities \((n_i = n_e \text{ in case of a single-species hydrogenic plasma})\). To obtain the particle flux \( \mathbf{\Gamma}_a^n \), we need to solve the momentum equation. The full momentum equation is given by

\[
\frac{m}{a} \frac{\partial (n_a V_a)}{\partial t} + \nabla \cdot (m n_a V_a \mathbf{V}_a) + \mathbf{\Gamma}_a^n = -\nabla P_a + S_a^m.
\]

Here, \( V_a \) is the atom bulk velocity vector, \( \mathbf{V}_a \) is the stress tensor, \( P_a \) is the atom pressure, and \( S_a^m \) is the atom momentum source due to interaction with the plasma, given by

\[
S_a^m = m \left( n_a n_i K_i + n_a n_e K_{CX,n} \right) \mathbf{V}_a - \left( n_a n_i K_i + n_e n_i K_{CX,n} \right) \mathbf{V}_i.
\]

where \( K_{CX,n} \) is the momentum-linearized CX rate coefficient, as defined in Ref. [8], and \( \mathbf{V}_i \) is the ion velocity vector. Currently, SOLPS-ITER does not solve the full 3D momentum equation. Only for the parallel momentum a conservation equation is solved, while for the perpendicular directions, expressions for fluxes or velocities must currently be explicit.

Close to the targets, important differences between the ion and atom parallel velocity exist due to the recycling and reflection physics, as will be shown in Fig. 3. In the majority of the domain, the ion and atom parallel velocities will equilibrate due to the strong CX interaction. The ion parallel velocities are much higher than the perpendicular ones, especially in the absence of drifts. Hence, for the perpendicular directions, the LHS terms in Eq. (4) are assumed to be small, and the transport of atoms is expected to be dominated by a static force balance between the pressure gradient and the ion-atom momentum exchange. This assumption then leads to:

\[
\frac{\partial (n_a V_a)}{\partial t} + \nabla \cdot \mathbf{F}_a^n V_a = \nabla \cdot \mathbf{S}_a^n.
\]

Here, \( \mathbf{S}_a^n \) represents both parallel directional flows when used in vector context (\( \mathbf{F}_a^n \) and \( \mathbf{S}_a^n \)) and \( \mathbf{S}_a^n \) when used in scalar context. Rearranging terms allows to formulate explicit expressions for the parallel atom particle flux components:

\[
\mathbf{F}_a^n = n_a \mathbf{V}_a - D_p^a \nabla V_a.
\]

The equilibrium atom density is given by

\[
n_{eq} = \frac{n_i n_e K_i + n_e n_i K_{CX,n}}{n_i K_{CX,n} + n_e K_i},
\]

and the pressure-diffusion coefficient is given by

\[
D_p^a = \frac{1}{m(n_i K_{CX,n} + n_e K_i)}.
\]

The latter can also be written as \( D_p^a = \tau_a/m \), with \( \tau_a = (n_i K_{CX,n} + n_e K_i)^{-1} \) the collision time of the atoms.

When keeping only the ExB and diamagnetic drifts for \( V_{\perp} \), the poloidal component of the atom particle flux becomes

\[
\mathbf{F}_a^{\perp} = n_a b_\perp b_\parallel^2 |e| V_{\perp} b_\parallel + b_\parallel n_{eq} (V_{\perp}^{(Ex,B)} + V_{\perp}^{(diam)})
\]

and the radial component becomes

\[
\mathbf{F}_a^{\rho} = -D_p^a \mathbf{V}_a + n_{eq} (V_{\rho}^{(Ex,B)} + V_{\rho}^{(diam)}),
\]

where \( b_\parallel = \sqrt{1 - b_\perp^2} \) with \( b_\parallel \) the poloidal magnetic field pitch, and \( p_i = n_i T_i \) is the atom pressure, with \( T_i \) the atom temperature.

In all previous studies regarding the AFN models, as well as in the standard neutral models historically available in SOLPS-ITER [18], the last terms on the right-hand side of Eqs. (10) and (11) were neglected. This is a logical choice when plasma drifts are not modeled, because

\[
\mathbf{F}_a^{\perp} = n_a b_\perp b_\parallel^2 |e| V_{\perp} b_\parallel + b_\parallel n_{eq} (V_{\perp}^{(Ex,B)} + V_{\perp}^{(diam)}),
\]

\[
\mathbf{F}_a^{\rho} = -D_p^a \mathbf{V}_a + n_{eq} (V_{\rho}^{(Ex,B)} + V_{\rho}^{(diam)}),
\]

where \( b_\parallel = \sqrt{1 - b_\perp^2} \) with \( b_\parallel \) the poloidal magnetic field pitch, and \( p_i = n_i T_i \) is the atom pressure, with \( T_i \) the atom temperature.
then $V_{a\perp}$ contains only anomalous diffusion, which is typically small compared to parallel transport. In this paper we now investigate if including this advective term gives an improvement when electromagnetic drift velocities are included in $V_{a\perp}$. Notice that we have still neglected the complete left hand side of Eq. (4) for the perpendicular directions.

To be able to evaluate Eqs. (10) and (11), the parallel atom velocity and the atom temperature are needed. Parallel to the magnetic field, it was found to be indispensable to solve a complete momentum equation, to take into account the ion–atom friction. The atom parallel velocities $(V_{a\parallel})$ are expected to be high, as they undergo CX with the plasma, of which the parallel velocity is accelerating to sound speed at the targets. Hence, the LHS of Eq. (4) cannot be expected to be negligible. To close the parallel momentum equation, the viscosity is determined based on the Chapman–Enskog method [19], resulting in $\eta_a = \rho ut$. The atom parallel momentum equation as currently implemented in SOLPS-ITER is a reduced version of the full parallel momentum equation, based on several assumptions, such as $b_\parallel \ll 1$, small magnetic field gradients, small gradients of the metric coefficients, and, lastly, $V_{a\perp} \ll V_{a\parallel}$ and $V_{e\perp} \ll V_{a\parallel}$ (see the derivation in Chapter 3 of Ref. [20]). When atoms are dragged along with the plasma drifts due to CX, the assumption of $V_{a\perp} \ll V_{a\parallel}$ and $V_{e\perp} \ll V_{a\parallel}$ could be violated. The reduced parallel momentum equation is given by

$$m \frac{\partial(V_a V_{a\parallel})}{\partial t} + V_a \cdot \nabla m = S_{a\parallel} + \Gamma_{a\parallel}.$$  

Here, the atom parallel momentum sources due to ion–atom interaction $(S_{a\parallel})$ is given by

$$S_{a\parallel} = m \left( n_i \eta_i K_i + n_a \eta_a K_{CX} \right) V_{a\parallel} - \left( n_i \eta_i K_i + n_a \eta_a K_{CX} \right) V_{a\parallel}.$$  

and $\Gamma_{a\parallel} = \left| \nabla V_{a\parallel} \right|$ is a centrifugal term. The parallel momentum flux is given by $\Gamma_{a\parallel} = \sum V_{a\parallel} \Gamma_{a\parallel} - n_i \nabla V_{a\parallel}$ which now includes the contribution from drifts in $\Gamma_{a\parallel}$.

Modeling a separate energy equation for the atoms can provide a modest further reduction of the fluid-kinetic discrepancies [8,9,17], but here we assume that $T_a = T_i$. Studying the impact of a separate $T_a$ on the current research is left for future work. When assuming $T_a = T_i$ in SOLPS-ITER simulations with fluid atoms, a combined ion-neutron energy equation is solved, for which the heat fluxes and heat source terms are summed over all ion and atomic species, and subsequently solved for a common ion–atom temperature $(T_{i+a})$. Also here, a contribution due to the drifts now enters the convective heat transport contribution for the atoms. To remain consistent with the code and the code reference assumptions of the fluid neutral model are satisfied. Both these aspects will facilitate to draw conclusions regarding the drift-compatibility of the AFN models.

### 3. Application to Alcator C-mod case

We apply the models from the previous section to a simplified Alcator C-mod case. This device was selected because it is a small machine, where the drifts are known to have a large effect on the solution, and because it operates at high densities compared to other devices of similar size, leading to conditions of high collisionality where the assumptions of the fluid neutral model are satisfied. Both these aspects will facilitate to draw conclusions regarding the drift-compatibility of the AFN models.

#### 3.1. Case set-up

While we use the geometry of Alcator C-mod [22], we do not simulate a particular experimental shot. Rather, we focus on the use of either a fluid or kinetic model for the atoms. The finite volume grid used in this study is given in Fig. 1. It consists of 30 cells in the radial direction and 80 cells in the poloidal direction. The grid is poloidally refined towards the targets (< 1 mm), to achieve a low discretization error in the regions of highest ion-neutron interaction. The void regions, which are the regions between the plasma grid and the actual vessel wall, where kinetic neutrals are typically still simulated, are removed. This way, the models with fluid atoms can be compared to those with kinetic neutrals on an identical grid. Spatially hybrid fluid-kinetic neutral models to include the void regions are already available [10,11,23], but they are not used here.

For the plasma model, we use an anomalous particle transport coefficient $D^a = 0.3 \text{m}^2\text{s}^{-1}$, ion/electron heat conductivity coefficient $\chi_i = 1.5 \text{m}^2\text{s}^{-1}$ and an ion viscosity coefficient $\eta_i = 0.2 \text{m}^2\text{s}^{-1}$. At the private flux boundaries, an absorption coefficient of 5% is applied for the incident atoms. For the plasma model with drifts, the drifts are activated (forward field, with the ion grad-B drift pointing down), and all currents are turned on, except for the electric current connected with the contribution of the
3.3. Influence of drifts on atom velocities

We start from the plasma background obtained by converging the plasma model with drifts coupled to the unadapted fluid atom model. On this background \((n_i, n_e, T, T_e, V_i, V_e)\), the kinetic solution is calculated by running a single EIRENE simulation with a large number of particles (denoted by “MC-D”, where D stands for “drift”). Next, we recalculate the MC solution on a plasma background with the same \(n_i, n_e, T, T_e\) and \(V_{i,\perp}, V_{e,\perp}\) but the drift velocities are removed from \(V_{i,\parallel}\) and \(V_{e,\parallel}\) in the plasma background which is passed to EIRENE (denoted by “MC-ND”, where ND stands for “no drift”). This way, we can isolate the effect of drift velocities on the atoms from the effect of drifts on the plasma equations themselves. On the same plasma background with drifts, we also calculate the unadapted AFN solution, which does not include the \(n_k V_{\perp}\) term in Eq. (7), and also the adapted AFN model, which does take this term into account. Fig. 3 compares the atom solutions (density, diamagnetic velocity, radial velocity, and parallel velocity) for the four different models. Generally, qualitative agreement is achieved for all models.

The parallel velocities of the atoms agree very well for all four models. This means that adding more terms in the parallel momentum equation, as mentioned in Section 2.2.2, can yield only marginal improvements. The largest fluid-kinetic discrepancies are instead found for \(V_{\perp,\parallel}\) and \(V_{\perp,\parallel}\) close to the target below the strikepoint (encircled in magenta). However, these appear to be inherent fluid-kinetic discrepancies, and the plasma drifts have no influence on this discrepancy. Radially outward, however, noticeable differences due to the plasma drifts exist, for both the fluid and kinetic case (encircled in green). Including the drift-advective term in the fluid atom model (“AFN-unadapt”, → “AFN-adapt”) leads to a similar correction of the solution as when including the drifts for the kinetic atom model (“MC-ND” → “MC-D”). When the drift-advective term is included, the fluid-kinetic discrepancies are not larger than they were without drifts.

Next, Fig. 4 shows density and temperature profiles along the inner target, and 20 mm upstream of the inner target. At the target itself, the influence of including the drift velocities in the atom simulation is small. 20 mm upstream of the target, however, the differences become visually clear. Both for the density and ion temperature, it is clear that the inclusion of the advective term in the AFN models reduces the fluid-kinetic discrepancies. Moreover, the differences between the unadapted AFN model and the “MC-ND” model are similar to the differences between the adapted AFN model and the “MC-D” model. This observation again confirms that after the inclusion of the drift-advective terms in the AFN model, the fluid-kinetic discrepancies are no larger than they were for the cases without drifts.

In the outer divertor leg (not shown in the plot), the fluid-kinetic discrepancies are larger, due to higher Knudsen numbers (see Fig. 2), but there is almost no influence of drifts on the atoms, for neither the kinetic nor fluid models.

In theory, many terms could be added to the fluid atom model for the state equations and for the boundary conditions, if we cannot assume that \(V_{\perp,\parallel} \ll V_{\parallel}\) and \(V_{\perp,\parallel} \ll V_{\parallel}\) (see the derivations in Ref. [8] and Chapters 3 and 4 of Ref. [20]). However, the results from Figs. 2–4 show that the presented AFN models already capture the dominant physical processes for the atoms well. If the reduction in fluid-kinetic discrepancy that any additional fluid terms could provide is not significantly larger than the inherent fluid-kinetic discrepancies which are present because Kn < 0.1 does not hold everywhere, then it is potentially much more efficient to correct for these terms using hybrid fluid-kinetic models (see Refs. [11,25–27] for the different types of hybrid fluid-kinetic methods under development), rather than further complicating the fluid models themselves.
3.4. Effect of ion-neutral current

Fig. 5 displays the ion-neutral current densities. It is concluded that the fluid and kinetic treatment agree excellently. This is in part due to the fact that the atom density and velocities agree reasonably well (as was shown in Section 3.3), but also because $K_{\text{CX,} \text{at}}$ is always computed on the B2.5 side.

The impact of this current on the coupled solution appears to be very limited for the studied case. It is clear from Fig. 6 that the ion-neutral current has only a very small effect at the inner target ($<2\%$), and the maximum relative difference on the plasma density across the entire domain is $9\%$ for the kinetic reference solution. This conclusion is limited, however, by the single simplified Alcator C-mod case performed here. It should be verified in the future whether the effect of the ion-neutral current remains small in reactor-relevant divertors.

4. Conclusions and future work

The effect of drifts and currents on the validity of atom-only fluid models was studied on a simplified Alcator C-mod case. It was found that the drifts have an observable effect on the atoms, due to higher
perpendicular velocities with which the atoms collide, but the effect was not very large, with relative differences $< 5\%$ in large parts of the computational domain and a maximum relative difference of 15\% on the plasma density of the coupled solution. Therefore, the unadapted fluid neutral models already showed good agreement with the kinetic neutral solution.

In this paper, we proposed an additional term to take into account that the atoms will be partially “dragged along” by the plasma drifts in the perpendicular directions. It was shown that adding this term further reduces the fluid-kinetic discrepancies. It was argued that it is potentially more efficient to address the remaining discrepancies using hybrid fluid-kinetic methods, rather than further complicating the fluid atom models themselves.

Next, it was shown that the ion-neutral current can be calculated consistently for either fluid or kinetic neutrals, at least when only atoms are considered. However, the contribution from the ion-neutral current to the coupled solution was found to be very small. In future work, it should be checked if the same conclusion holds for reactor-sized machines, such as ITER and DEMO.
The importance of the effect of the plasma drifts on the neutral solution can be easily checked for kinetic neutrals, by turning off the drifts in the background which is passed to the kinetic neutral solver, and comparing it with the standard solution. If cases are encountered where these differences are much larger than those found in this paper, the work regarding the drift-compatibility of fluid neutral models should be further elaborated, and the models presented here can then serve as a starting point.

Regarding future work, the presented models can be extended with a kinetic simulation of the molecules, as was done in Refs. [10,11], but this does not require additional model development. Towards ITER and DEMO simulations, the inclusion of elastic collisions between atoms, molecules and ions in the AFN models should be considered.
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