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a b s t r a c t

In this paper, a Finite Element Model Updating (FEMU) procedure is developed to find the best creep
parameters for filament-wound cylinders under radial compression in harsh environmental conditions.
Three winding angles are considered, each under three different hygrothermal conditions. The two–stage
creep model captures i) primary creep through a time–hardening approach whilst ii) secondary creep is
captured by Norton’s law. Given the high number of parameters in this two–stage creep model and the
complexity of determining them experimentally, the FEMU routine utilises an optimisation scheme that
sequentially couples a Genetic Algorithm (GA) with a gradient-based (GB) Levenberq-Marquardt
Algorithm (LMA) to find all required creep input parameters to feed the model that best simulates exper-
imental results. This framework finds the global optimum through an initial screening of the optimum
area within the design space with GA, clearing the path to allow the GB algorithm to find the global opti-
mum, substantially reducing the chance or even avoiding falling in local minima. The global search is dri-
ven by experimental data of cylinders loaded in radial compression under aggressive environments. The
numerical results show excellent agreement with experimental results with reasonably low computa-
tional efforts.

� 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Filament winding (FW) is the most suited manufacturing pro-
cess for axisymmetric structures, e.g., tubes [1], cylinders [2], and
pressure vessels [3]. The automation of FW enables simultaneous
production of identical parts, which also facilitates large volume
productions, entailing a decrease in the overall manufacturing
costs [4]. The FW process is also suitable to produce large carbon
fibre–reinforced polymer (CFRP) composite components, for exam-
ple, the Vega satellite launcher (European Space Agency) and Boe-
ing 787 fuselage. Another remarkable characteristic is the
utilisation of long continuous fibres, which allows the designing
of structures with high stiffness and strength at the minimum pos-
sible weight [5].

The CFRP components usually operate at high temperatures and
in humid environments, which affect their mechanical response
over time [6–8]. The behaviour of the structure is then dependent

on the combination of temperature and time, which affect their
creep rate [9]. This set of parameters has a more pronounced effect
when the structure is laminated with off–axis layers, which can
generate premature micro-cracks, resin plasticization, and fibre–
matrix interface weakening [10]. These micro-damages are gener-
ated due to the viscoelastic nature of polymer matrices, which
exhibit a time-dependent behaviour and, hence, are sensitive to
both hygrothermal and temperature effects [11–13]. Therefore,
the design of such CFRP structures must consider creep and ageing
degradation that might affect the lifespan of the composite compo-
nent [14–16].

Experiments to characterise the long-term properties of com-
posites are avoided or reduced, when possible, given the high cost
and time involved in such tests [16]. Therefore, computational
models able to determine such long-term behaviour of composites
have been developed to fully or partially replace experiments.
Focussing specifically on composite cylinders, they usually operate
under transverse loads, either in underground or above-ground
applications, causing changes in their cross-section shape, where
perfect cylinders become elliptical ones [17]. This radial deforma-
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tion increases with time due to the viscoelastic nature of the poly-
mer, which makes predicting such long-term properties a chal-
lenge [18,19].

Several higher–order theories have been developed over the last
decades to predict the short– and long–term properties of beams,
plates, and shells [20]. The most well disseminated higher–order
theories include Carrera’s (CUF) [21–23] and Generalised Unified
Formulations (GUF) [24]. An accurate calculation of internal stres-
ses in laminated composites, in particular thick laminates, is essen-
tial to properly design lightweight components. According to
Carrera [25], there are three main approaches: continuum base,
asymptotic or axiomatic theories. Each of these theories has a dif-
ferent formulation to predict displacement, strain and stress fields
[26]. In this case, Unified Formulations are very attractive since the
unified solution method can be chosen according to the problem
by easily changing the expansion functions/terms [27], which
might reflect in more precise failure predictions for composite
structures.

Indeed, CFRP structures are designed to not fail by creep, how-
ever, their mechanical performances can be hugely affected by
creep deformation. Hence, the development of computational
models to predict creep stages over time are of utmost importance.
The creep deformation process can be divided into three stages:
primary, secondary, and tertiary [28]. In the primary or transient
stage, the strain rate is high but decreases with time and strain
since the structure has an increase in both creep strength and
strain hardening. Secondary creep is a steady–state stage, where
the deformation rate decreases substantially and strain increases
slowly over time. In tertiary creep, a sudden increase in the creep
rate takes place, leading to the eventual failure of the system [29].

Computational models to predict creep deformation have been
developed [9,30,31], however a common issue in high–fidelity
models is the large number of input parameters needed. Determin-
ing all these input parameters experimentally is often deemed too
expensive and/or time-consuming. To this end, Lisbôa et al. [32]
developed a finite element model updating (FEMU) routine to
approximate simulations to experimental observations [33–35].
FEMU is a sensitivity approach to update input properties that best
correlate to target results, for instance, experimental results [36].
The expected outcome of a well–developed FEMU algorithm is a
more efficient finite element (FE) framework, wherein the influ-
ence of uncertainties is minimised through the iterative updating
procedure of input values.

To the best of our knowledge, there is no work in the literature
reporting the optimal set of input parameters to simulate creep in
composites. Existing methods often rely on simple curve-fitting
techniques using empirical power–law models, such as Burger’s
[37] and Findley’s [13] approaches. In these models, the number
of input parameters is small and it is straightforward to find the
best input parameters with simple algorithms. Both models are
empirical and, hence, not constitutive laws. Consequently, the
evaluation and calculation of stresses over time are neither accu-
rate nor feasible. This paper aims to overcome this limitation, by
developing a consistent 2–stage creep model assisted by a robust
and computationally–efficient framework to find the best set of
input parameters to simulate experimental observations. The
framework is developed for composite cylinders under radial com-
pression and in aggressive environments.

In this paper, we develop an original multi–level FEMU frame-
work to obtain the best set of input parameters to predict primary
and secondary creep stages for CFRP filament wound composite
cylinders under radial compression loading. Another key novelty
is the determination of the best input values for the cylinders
under different hygrothermal conditions. The two creep stages
are modelled here, where a time–hardening approach is used to
predict primary creep, whilst secondary creep is modelled through

a Norton–based model. Given that the cost function for both creep
problems may have several local minima, a multi–level framework
is developed combining i) gradient–free optimisation routine (ge-
netic algorithm – GA) to evaluate the objective function of the opti-
misation problem globally, that is, it is used to find the region in
which the global minimum is; ii) followed by a gradient–based
(GB) algorithm using the optimum results from GA as its starting
point to find the global minimum, strongly reducing the chance
of falling into local minima.

2. Experimental details

A dedicated creep testing equipment was designed and fabri-
cated to evaluate the behaviour of composite cylinders under
radial compressive loading in high temperature and humid envi-
ronments [13]. The experimental setup is shown in Fig. 1.

The cylinders were designed using the CadWind software and
manufactured by FW using a KUKA 140 L100 robot with towpregs
from Toray (T700-12 K-50C fibre and UF3369 epoxy resin). The
cylinders produced had a fibre volume fraction (Vf ) of 70% [12].
The cylinders were manufactured onto a stainless-steel mandrel
with a diameter of 50.8mm and a length of 1mm. Curing was per-
formed in an oven with air circulation for 5h at 120 �C. The cylin-
ders were then cooled down and extracted from the mandrel.
Afterwards, the specimens were cut off at the desired length of
50mm.

The cylinders were manufactured with three different winding
angles: �60½ �; �75½ �, and �90½ � (actually wound at �89:6½ �). The
first two configurations ( �60½ � and �75½ �) have a helical winding
trajectory while the last one ( �90½ �) has a hoop winding trajectory.
The helical specimens were produced with a winding pattern of
1:1 [2]. Moreover, three different environmental conditions were
considered: room temperature, that is, with mechanical loading
only (ML), water at room temperature (WRT) and hot water (40
�C) (HW). Room temperature is considered 23 �C and relative
humidity is 50%.

All cylinders were then subjected to long–term radial compres-
sion [39] at 25% of their ultimate load (static tests were carried out
in [38]). The specimens were kept under compression and in these
environmental conditions for 10 days (240h). Prior to the creep
tests, both WRT and HW samples were placed in water to deter-
mine their water uptake (WU) until equilibrium was reached.
The thickness, applied force and water uptake for all tests are sum-
marised in Table 1.

3. The FEMU framework

The FEMU is a procedure to fine-tune or identify unknown
parameters by adjusting a parametrized FE model and comparing
the results against experimental data [32]. An optimisation proce-
dure is used to propose new sets of input parameters that will
move the simulation closer to the experiment. A usual drawback
of such a procedure is a local minimum, which refers to a mini-
mum within a neighbourhood that may not be the global mini-
mum. In order to decrease or even avoid the probability of falling
into a local minimum, a sequential procedure using the genetic
algorithm (GA) and Levenberg-Marquart Algorithm (LMA) is herein
developed. A flowchart describing the sequential procedure is
depicted in Fig. 2. Details of each step are provided next.

Fig. 3 shows the FEMU procedure at a glance. In a direct
approach, the geometry, boundary conditions (BC), and material
behaviour are known. An FE model is built to obtain the mechani-
cal response of the structure. With FEMU, the problem is solved in
an indirect fashion. First, a numerical model is developed, in which
the unknowns are based on initial guesses, and its predictions are
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compared to experimental tests. Second, the input parameters are
adjusted to minimise the difference between simulations and
experiments. This adjustment is usually done with an optimisation
scheme coupled with the parameterised FE model. Thus, FEMU
solves the direct problem to compare the simulation output with
experimental data, whereas the inverse problem represents a con-
ceptualisation of the framework procedure.

3.1. The FE Model

The FE model is depicted in Fig. 4, wherein all details of the FE
problem are shown. In order to add realism in terms of modelling
as–manufactured structures, the geometry is constructed consider-
ing the filament winding pattern following the methodology pro-
posed by Lisbôa et al. [32]. Triangular finite elements were used

Fig. 1. Details of the used equipment for creep tests (adapted from [13]).

Table 1
Stacking sequence, thickness, applied forces, and water uptake for all cylinders.

Winding Angle Conditioning Thickness [mm] Force [N] WU (M1) [%]

�60½ � ML 0.72 � 0.02 135.0 -
WRT 0.506 � 0.035
HW 1.784 � 0.016

�75½ � ML 0.77 � 0.05 181.5 -
WRT 0.399 � 0.085
HW 1.601 � 0.107

�90½ � ML 0.70 � 0.01 203.0 -
WRT 0.357 � 0.036
HW 1.716 � 0.107

Fig. 2. Flowchart of the sequential optimisation procedure.
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given the winding pattern formed during the manufacturing of fil-
ament wound structures, which have diamond–like shapes. Due to
this winding pattern characteristic, it is unfeasible to use rectangu-
lar elements, for instance. According to Lisbôa et al. [2,32], consid-
ering this manufacturing signature in the FE modelling aids in
realism towards modelling filament wound structures and, hence,
provides more accurate predictions when compared to
conventional approaches, in which a nominal winding angle is
assigned to each ply.

Since the problem is symmetric, a symmetry plane is used to
partition the cylinder in half. Initial simulations on full–models
have been carried out and the results were identical to those of
the half–size models. Therefore, a half–size model is thereafter
considered for computational efficiency. A vertical compressive
force is applied to the top platen, and therefore the radial displace-
ment is released, whereas all other degrees of freedom are
restricted. The bottom rigid platen is fully clamped. No BCs are
applied to the cylinder, with the exception of the contact between
the platens and the cylinder (Fig. 4). The FE modelling is performed
using Ansys APDL 2021 R1 FE platform, which is well–suited to
generate parametric FE models. A 4-node shell element in its
degenerated triangular shape with an equivalent single–layer for-
mulation is utilised in the converged mesh (shown in Fig. 4). The
problem is non-linear due to the contact and large displacements,
thus geometric nonlinearity is considered in all simulations and
the Newton–Raphson method is used to solve the FE problem. A

surface–to–surface contact algorithm (with an augmented Lagran-
gian) is utilised to model the interaction between the sample and
compressive platens.

3.2. Norm definition

Since two different optimisation approaches are used in a
sequential manner, the norm (distance between numerical and
experimental responses) must be defined in a way that can be used
throughout the sequential framework. Furthermore, the GA con-
siders fitness as the evaluation parameter whereas LMA uses the
norm for the minimisation problem. The norm is then defined as:

1
f it

¼ L2 ¼ 1
npts

ffiffiffiffiffiffiffiffiffiffiffiffiffi
yTWy

p
; ð1Þ

where f it is the fitness, y are the residuals and W is the weighting
matrix. The fitness is a GA parameter and it defines how fit is the
individual with respect to the environment and to other individuals
while the residuals is a vector that contains the differences between
experimental and numerical data in each evaluated point. The size
of this vector is the number of points measuring the norm, npts. The
residuals and the weighting matrix are written as:

yi ¼ dE
i � dN

i ; ð2Þ

Wii ¼ 1

dE
i

� �2 ; ð3Þ

where dN
i and dE

i are numerical and experimental responses at the i-
th position, respectively. This means that the outputs of the FE
model are load and displacement, where FEMU evaluates every
point of the experimental curve. This is a key strategy to minimise
the error and approximate simulations to experiments.

According to Eqs. (1), (2) and (3), the norm is a percentile one. It
is straightforward to see that the closer the simulation is to the
experiment, the smaller the yi and L2 are. Likewise, a closer
response will develop a larger fitness, which plays an important
role in the GA as such individuals are to be preferred in the selec-
tion for reproduction.

3.3. FEMU – step 1: Genetic algorithm

The global flowchart of the sequential FEMU procedure is
depicted in Fig. 2. A summary of the GA is as follows:

Fig. 3. Schematic illustration of a direct � inverse problem highlighting the FEMU framework developed.

Fig. 4. The developed FE model and its relevant details.
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� Initially, an initial population is considered, wherein each indi-
vidual is defined by a set of real-value parameters (chromo-
somes), q, generated by a random uniform distribution of the
parameters domain.

� This population is evaluated, i.e., the randomised parameters are
inserted into the parametric FE model for obtaining the
mechanical response of the cylinder.

� Numerical and experimental are compared through the L2-
norm (Eq. (1)), and the fitness of each individual is then
calculated.

� Individuals (parents) are selected and, through crossovers, the
new individuals (children) are created. A mutation chance is
applied to each new individual and a new population is gener-
ated. The best members of the former population are also
included in the new one.

� Then, the new members are evaluated and their fitness is
calculated.

� This procedure is repeated for a particular number of genera-
tions, at which the optimisation procedure stops, and then a fi-
nal population is reached.

After all populations are evaluated, the average fitness (�f it) of
each member is calculated, as follows:

�f ið Þ
it ¼ f ið Þ

itXnind
j

f jð Þ
it

) �f ið Þ
it 2 0;1ð Þ; ð4Þ

where nind defines the population size (number of individuals). With
the average fitness of each member defined, the reproduction pro-
cedures (selection, crossover, and mutation) are applied to the pop-
ulation. The parameters ri 2 0;1½ Þ; i 2 N, derived from a random
uniform distribution, are used in this procedure to add the required
randomness to the optimisation procedure.

Each reproduction selects individuals from the population. The
crossover uses simulated binary crossover (SBX) [40]. Essentially,
the children are defined by their parents as:

q a;nþ1ð Þ
i ¼ 1

2
rvq a;nð Þ

i þ 2� rvð Þq b;nð Þ
i

h i
ð5Þ

q b;nþ1ð Þ
i ¼ 1

2
2� rvð Þq a;nð Þ

i þ rvq b;nð Þ
i

h i
; ð6Þ

where i corresponds to a particular chromosome in q;a and b iden-
tify the parents, n defines the generation and:

rv ¼
1þ 2rð Þ 1

gþ1; 0 6 r < 0:5

1þ 1
2 1�rð Þ

h i 1
gþ1

; 0:5 6 r < 1;

8<: ð7Þ

in which g 2 0;1½ Þ is an ‘‘intensity” parameter. For small values
g < 2, the children (q a;nþ1ð Þ and q b;nþ1ð Þ) are likely to be far away
from the parents [40].

After a new population is generated, the individuals may
mutate. A non-uniform mutation operator [41] is herein used. Ini-
tially, it is verified if the individual will mutate by generating an r
number and comparing it with some predefined value, normally
very small, that represents the likelihood of an individual being
mutated. If the individual is mutated, then two other random num-
bers, r1 and r2, are independently generated for each gene. With r1,
one constructs d, a ‘‘jump” function [41], as follows:

di ¼
Ui � qi; 0 6 r1 < 0:5
Li � qi; 0:5 6 r1 < 1;

�
ð8Þ

where Ui and Li define the upper and bottom limits of the i-th chro-
mosome of q and, with r2, defines its mutation as:

q a;nþ1ð Þ
i :¼ q a;nþ1ð Þ

i þ d 1� r
1�n=ngenð Þc

2

� �
; ð9Þ

in which ngen corresponds to the maximum generation number and
c represents the degree of non-uniformity. Smaller values of c tend
to push the value of the chromosome away from its original value
and the number of generations reduces the effect of the mutation
in generations close to the final one.

After all these steps, a new population is constructed, consider-
ing the best members of the previous one, and evaluated again
until the maximum number of generations is achieved. Then, the
final solution is obtained.

3.4. FEMU – step 2: Levenberg–Marquardt Algorithm

The LMA is a gradient-based (GB) optimisation algorithm that is
a mix between Gauss–Newton (GN) and the Steepest-Descent (SD)
procedures [42]. Through a ‘‘damping factor”, l, the LMA moves
from GN to SD methods and vice versa. When a large l is used,
the method switches to SD, whereas for small l, it remains in
the GN method [42].

The main fundamental relation of LMA reads:

JTJ� lI
� �

Dq ¼ �JTy; ð10Þ

where J corresponds to the Jacobian matrix, Dq defines the step size,
and I is the identity matrix. The new step is defined as:

q :¼ qþ Dq; ð11Þ
The Jacobian matrix J is the variation of the residuals regarding

the step and, numerically, are obtained by forwarding finite differ-
ences, as follows:

Jij ¼
@yi
@qj

� yi qþ djDq
� 	� yi qð Þ

Dqj
; ð12Þ

noticing that djDq refers to an evaluation only in the j–direction.
Revisiting Fig. 2, one observes that in LMA:

� The initial guess is the best member of the final population
obtained through GA optimisation.

� Through an arbitrary increment of the initial step, the Jacobian
matrix is constructed by evaluating some auxiliary analyses.

� By solving Eq. (10), Dq is obtained, and a new step, qþ Dq, is
evaluated.

� If the norm difference between the new and old analyses is
above a tolerance, l decreases, and the new set of design vari-
ables are updated and evaluated. otherwise, (in a non-valid
step), l increases, the Jacobian matrix is updated, and Eq. (10)
is solved again for deriving a new step size.

� This cycle is completed when a tolerance in the step size is
reached and the optimised solution is obtained.

The validity of the step is determined by the following relation:

k ¼ L2 qð Þ � L2 qþ Dqð Þ
DqT lDqþ JTy

� � ; ð13Þ

in which k > � and k < � correspond to a valid and invalid step,
respectively, and � 6 0.

The size of l is related to the problem in the evaluation and its
value is modified during the optimisation procedure in order to
switch between the methods in an appropriate way. It is suggested
to vary l depending on the step’s validity. Thus, l is modified
through an auxiliary positive parameter s as follows:

l :¼ sl; ð14Þ
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where s > 1 when k < e and s < 1 when k > e. In other words, in a
valid step, LMA ‘‘switches” to GN, whereas for an invalid one, the
method remains at SD.

For invalid steps, the Jacobian matrix is updated as:

J :¼ J þ 1
DqTDq

yiþ1 � yi � JDq
� 	

DqT; ð15Þ

to improve the convergence where Dq is the step size that achieved
the invalid step, as well as yiþ1 and yi correspond to the previous
and actual residuals, respectively. For each valid step, the Jacobian
matrix is recalculated through Eq. (12).

The L1-norm of the step size is considered as stopping criterion:
the algorithm stops if this norm is below some preset tolerance.
Thus, a mapping of the design variables is performed due to their
different orders of magnitude.

For linear parameters, the transformation is a linear one, as
follows:

g ¼ G� Lð Þ
U � L

) Dg ¼ DG
U � L

; ð16Þ

while for logarithm ones, the mapping is defined as:

g ¼ lnG� ln L
lnU � ln L

) Dg ¼ ln DGþ Gð Þ � lnG
lnU � ln L

; ð17Þ

noticing that g and G correspond to parameters in the mapped and
non-mapped domains, respectively. Essentially, the domains of
non-mapped and mapped variables are G 2 L;U½ � and g 2 0;1½ �,
respectively. This mapping is not required by the GA algorithm
since the scale of the variables is insensitive to its performance.

3.5. Elastic properties

Since the material properties change with temperature and
water uptake, a simplified FEMU procedure is applied to fine-
tune the four elastic constants – E11; E22;G12, and m12 of the CFRP
material system herein used. This simplification means that only
GA was used as an optimisation procedure since there was no need
to use LMA to solve this problem. The material properties of the
same towpreg were tested [12] for an extended time and for higher
temperatures. The experimental results with their standard devia-
tions are presented in Table 2 and these values are considered as
boundary limits for the elastic properties to fine-tune.

In order to improve the fine-tuning, the definitions of G23 and
m23 follow the considerations from Kuo et al. [43]. They are defined
by:

G23 ¼ E22

2 1þ m23ð Þ ;

m23 ¼ � E22 E11
1
2 � m12
� 	þ 2G12m212


 �þK
2E11G12

;

ð18Þ

where

K¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
22 E11

1
2
�m12

� 

þ2G12m212

� �2
�4E11G12 E11E22

1
2
�m12

� 

�G12 E11 �2E22m212

� 	� �s
:

ð19Þ

These two parameters (G23 and m23) are derived solely by the
four parameters listed above.

The experimental data available for the FEMU procedure is the
instantaneous displacement. This point was chosen as it retains the
effect of temperature and water uptake and disregards any viscous
(creep) effects. The L2-norm considers only one point and is defined
as:

L2 ¼ 1
2

1� dN

dE

�����
�����: ð20Þ

The upper limits of the elastic moduli are considered to simplify
the problem and reduce the likelihood of having multiple solu-
tions. Lower limits (average aged properties), and the limits on
the Poisson’s ratio (m12 2 0:30; 0:35½ �), are kept fixed throughout
the optimisation process, which is done in a sequential way: first
the WRT case, and then the HW one. For cylinders under WRT con-
ditioning, non-aged properties are considered upper limits. Then,
the WRT converged properties are used as upper limits for the
parameter identification of specimens under HW conditioning.
This hypothesis is backed up by DMA experiments from [12],
where one notices a reduction of the tangent elastic moduli for
the same towpreg, winding angles, and under the same environ-
mental conditions. Moreover, the work from Eggers et al. [13]
reports that other mechanical responses were evaluated and this
reduction is indeed observed. Hence, the elastic moduli are defined

as follows: E �ð Þ
ab P E WRTð Þ

ab P E HWð Þ
ab ; a; b ¼ 1;2f g. For m12, no hypothe-

sis is made.

3.6. Creep constants identification

The experimental results for cases herein considered are pre-
sented in [13]. The creep behaviour for HW conditioning in all con-
figurations has both primary and secondary stages well defined.
Thus, the chosen creep model must consider both regions. A
time-hardening creep strain-rate law can be defined as a function
of the stress, time, and temperature (Norton-Bailey law), as follows
[44]:

_ecr ¼ f r; T; tð Þ; ð21Þ
where ecr is the equivalent creep strain, r the stress, T and t are tem-
perature and time, respectively, while 	ð Þ denotes time derivative.
Eq. (21) can be further simplified by neglecting any cross-effect
between the parameters [44]. Thus:

_ecr ¼ f 1 rð Þf 2 tð Þf 3 Tð Þ: ð22Þ
The creep model herein considered uses, essentially, a mixture

of time-hardening and Norton models, for describing both primary
and secondary creep stages. The creep strain rate is then defined
as:

_ecr ¼ _eN þ _eTH; ð23Þ
where:

_eTH ¼ C1rC2 tC3 exp
�C4

T

� 

; ð24Þ

_eN ¼ C5rC6 exp
�C7

T

� 

; ð25Þ

in which Ci; i ¼ 1 . . .7f g are constants of the model and T is the tem-
perature (Kelvin). It is important to notice that C1 and C5 corre-
spond to constants that depend on the material and the creep
mechanism; C2 and C6 define the creep stress indices; C3 determi-
nes the time-hardening index; and C4 and C7 are related to Arrhe-
nius law approach (temperature–dependence) for each model
[45]; C1 and C5 may also vary for materials that react with moisture

Table 2
Non-aged (60 days at 23 �C, and relative humidity of 50%) and aged (60 days at 80 �C)
elastic properties for the CFRP cylinders [12]. These properties are used for the
cylinders without conditioning (ML).

Properties Non-aged Aged

E11[GPa] 129.3 � 3.6 119.7 � 4.1
E22[GPa] 9.11 � 0.49 6.3 � 0.8
G12[GPa] 5.44 � 0.023 3.89 � 0.19

m12 0.322 � 0.023 0.331 � 0.011
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[6]. It is valid to mention that these parameters are constant
throughout the cylinder.

The creep strain is defined as:

ecr ¼ C1rC2 tC3þ1

C3 þ 1
exp

�C4

T

� 

þ C5rC6 t exp

�C7

T

� 

; ð26Þ

which was obtained simply by integrating over time Eqs. (24) and
(25).

A discussion on the values and ranges of variables can be found
in the literature [44]. This is important since this optimisation pro-
cedure requires closed domains. Thus:

� C1 and C5: they must be positive to avoid violating strain energy
principles. They also have order of 10�2 to 10�14 (relative to
creep strain rate) [44], with time t in seconds.

� C2 and C6 : ecr must have 1 6 O rð Þ 6 5, which infers that the
constants must not be necessarily bounded by these limits.

� C3: due to the tendency of the strain � time curve, �1 < C3 6 0.
� C4 and C7: although no information regarding the theoretical
limits of these constants can be found in the literature, these
constants are related to the creep activation energy. Consider-
ing average values for the activation energy (65 – 85 kJ/mol of
CFRP) [46], gas constant, and temperature, the Arrhenius equa-
tion has an order of �11 6 O exp �C4=Tð Þ; exp �C7=Tð Þð Þ 6 �7.

Given the fact that C1;C4;C5, and C7 are influenced by similar
effects, the model is further simplified to:

ecr ¼
bC1rC2 tC3þ1

C3 þ 1
þ bC5rC6 t; ð27Þ

hence, bC1 and bC5 vary with temperature, water uptake, and creep
mechanism.

For the input parameters identification, these considerations
are made:

� bC1 and bC5 vary with water uptake and temperature. For each
configuration and conditioning, these constants must be evalu-
ated. Moreover, their new domain is set as

�25 6 O bC1; bC5

� �
6 �9.

� C2;C3 and C6 are solely dependent on the problem to be solved.
Thus, they are independent of temperature and water uptake.
They are obtained once for HW as it is the most sensitive
response and then they are kept constant for other conditions.

Table 3
Parameters for GA procedures for the fine-tuning of the elastic properties.

# Elastic variables nind ngen Best Members g Mutation Chance c

4 40 60 8 1 1% 1

Table 4
Elastic properties for all cylinders wound at different fibre angles and under several environmental conditions obtained by FEMU.

Configuration us [mm] E11 [GPa] E22 [GPa] G12 [GPa] m12 G23 [GPa] m23 f it

[�60] WRT 4.10 127.87 9.09 5.43 0.348 2.63 0.728 1:06� 106

HW 4.17 124.57 8.95 5.42 0.345 2.59 0.727 4:33� 1013

[�75] WRT 2.75 126.96 7.69 4.72 0.329 2.25 0.708 > 1030

HW 2.86 126.51 7.28 4.39 0.334 2.13 0.712 > 1030

[�90] WRT 2.30 122.40 7.42 4.89 0.311 2.18 0.701 > 1030

HW 2.32 121.76 7.03 3.99 0.303 2.14 0.642 > 1030

Fig. 5. Convergence of the GA for fine-tuning elastic properties. The best and
average fitness are shown for (a) HW and (b) WRT conditions.
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It is important to mention that the assessed points for the L2-
norm evaluation in the creep parameters identification follow an
exponential space, which is constructed as:

ti ¼ 1
npts � 1

ffiffiffiffiffiffi
tfin

p
i� 1ð Þ þ ffiffiffiffiffiffi

tini
p

npts � i
� 	
 �� �2

; ð28Þ

where ti; tfin, and tini correspond to the time where the experimental
and numerical data are assessed, final and initial points of both
datasets, respectively. Essentially, considering that t > 0, a linear
space is constructed over the square root of time and then passed
onto the actual space. This results in approximately half of the
assessed points being condensed to the third part of the evaluation
time.

4. Results and discussion

4.1. Fine-tuning of elastic properties

The first step to identifying the creep constants is to fine-tune
the elastic constants. This step is necessary since the well-known
reduction of the properties given temperature and water uptake:
the experimental data shows that the instantaneous displacement
– without any viscous effect – is different given the conditioning.
The optimisation procedure uses only the GA since the fitness val-
ues obtained were excellent, not requiring further steps with LMA.
The parameters related to the optimisation procedure are listed in
Table 3, in which the initial GA parameters have been taken from
Almeida Jr et al. [47], which suit the current optimisation problem
very well.

The obtained results are shown in Table 4, where us corresponds
to the static displacement applied in each case and G12 ¼ G13 and
m12 ¼ m13 for this geometry. The elastic moduli are slightly lower
than those of non-conditioned specimens (Table 1 – non-aged
properties). Also, the post-processed material parameters G23 and

m23 are also presented for the optimised sets. The high fitness indi-
cates an excellent agreement between simulations and experi-
ments. The convergence of the GA algorithm related to these
results is depicted in Fig. 5, where the variable conv is written as:

c ið Þ
onv ¼ log xi

log xconv
; ð29Þ

where i is the generation, xi is the average fitness of the i-th gener-
ation, and xconv is the best member at the last generation. Excluding
the �60�, all other analyses reached the maximum possible fitness,
perfectly matching the experimental data usð Þ. And even for the
worst-case, �60� WRT, a value of conv ¼ 0:5 means that the numer-
ical value is 99:9% of the experimental one. Now, with elastic prop-
erties fine-tuned for each condition and winding angle, the elastic
analysis is fully defined, and creep parameters can then be
identified.

It is natural to assume that the objective function might have
some global minima (L2 ¼ 0). To avoid those minima, a qualitative
approach, relying on dynamic mechanical analyses (DMA) from
Almeida Jr et al. [12], was carried out to understand the global
behaviour of aged laminates. In general, it is assumed that aged
properties are lower than non–aged ones [6–8]. For each condition,
GA analyses were carried out and the sets of properties shown in
Table 4 represent the best set of results considering i) the norm,
ii) correlation with DMA data and iii) connection with aged prop-
erties from [12]. This series of qualitative analyses are crucial to
increase the reliability of the data obtained and presented in
Table 4, and this helps with the prediction of creep constants,
which is presented next.

4.2. Creep parameters identification

For the sake of repeatability, all parameters used to find the
optimum creep properties are listed in Table 5, whereas the upper
and lower limits are presented in Table 6. In the GA step, the design
variables are constrained to these values, whereas in the LMA step,
they are used for mapping the parameters (Eqs. (16,17)).

The optimum creep constants obtained by the sequential FEMU
procedure are presented in Table 7. The hypothesis of fixing C2;C3

and C6 for all conditions explain why these constants vary with the
winding angle only. This hypothesis seems adequate as the fit-
nesses of WRT and ML cases are higher than HW, with an excep-
tion for �90½ �-WRT.

Table 5
Parameters for GA and LMA optimisation procedures for creep parameters identification.

General GA LMA

nptos tini [s] tfin [s] # nvar nind ngen Best Members g Mutation Chance c Dqini sini
80 0 864000 5 50 35 10 1 1% 1 0.01 0.025

Table 6
Upper and lower limits for GA, which are further utilised for mapping the LMA step.

Limits # Design variables

bC1
C2 C3 bC4

C5

Upper 10�9 0:01 �0:99 10�9 0:01

Lower 10�25 5 0 10�25 5

Table 7
Creep constants obtained by FEMU.

Stacking Condition bC1
C2 C3 bC5

C6 f it

[�60] HW 5.030�10�15 3.802 �0.5489 1.884�10�12 1.381 74.360

WRT 1.727�10�15 7.101�10�18 135.047

ML 9.286�10�16 1.000�10�24 201.803

[�75] HW 3.050�10�16 3.836 �0.375 1.000�10�24 1.536 93.877

WRT 7.389�10�20 2.223�10�14 135.132

ML 2.557�10�17 3.635�10�14 198.374

[�90] HW 3.401�10�18 4.095 �0.118 7.562�10�24 1.944 145.139

WRT 4.947�10�19 1.000�10�24 59.422

ML 3.774�10�19 3.444�10�20 101.629
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The simulated creep curves, using the constants in Table 7, are
compared to experimental data in Fig. 6. The correlation between
numerical and experimental responses is excellent for all cases,
which was impossible to achieve by running FEMU with a single
algorithm (either GA or LMA). In all cases, both primary and
secondary stages are properly identified, showing the efficiency
of the approaches used in the FE model.

The creep curves shown in Fig. 6 are given for three winding
angles: (a) �60�, (b) �75� and (c) �90�. In general, the higher the
fibre angle, the lower the displacement is over time. This is
expected since off–axis layers (e.g., �60� and �75�) are more
dependent on the matrix, which has a viscoelastic response. Like-
wise, when fibres are oriented along the loading direction (i.e.
radial compression), the deflection over time is lower since the
response is controlled primarily by the fibres.

The environmental conditions affect all cylinders in a similar
way. Regardless of the winding angle, specimens under ML have
the lowest displacement. Adding water at room temperature
(WRT) slightly increases the displacement over time. In contrast,
hot water (HW) drastically increases the creep rate and hence

has the highest deflection levels. This is expected since creep is
time– and temperature–dependent, and, since the time is constant
for all cylinders, the temperature has a strong influence on the

Fig. 6. Computational results from FEMU compared to experimental data for (a)
[�60], (b) [�75], and (c) [�90] cylinders.

Fig. 7. Convergence of the GA and LMA optimisation procedures for (a) �60½ � , (b)
�75½ �, and (c) �90½ � cylinders. The number of generations (ngen) is also considered
for the LMA steps.
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creep response of the structures. Even though HW cylinders have a
high creep rate throughout their secondary creep stage, they did
not enter the tertiary creep stage.

The convergence characteristics of the GA–LMA for all cases are
shown in Fig. 7. A vertical line separates the contribution of each
step of FEMU. The results show that while GA goes through
”jumps”, LMA has a more ”steady” behaviour while navigating
around the objective function. This behaviour is noticed in the
cases of �60½ �-HW, �60½ �-WRT, and �90½ �-HW, with a focus on
the latter.

Furthermore, it is important to explain why LMA has little influ-
ence on the WRT and ML conditions. In these two cases, only two
design variables were optimised whereas the HW cylinders had
five parameters. The reduced complexity meant that the GA algo-
rithm could achieve, with the same number of generations, much
better results and the global minimum is close to the LMA initial
step.

4.3. Stress analysis

Although the main objective here is to introduce sequential
optimisation to identify creep parameters, the simulations were
also useful to compare the stresses and equivalent strain rates
for the three winding angles and their different environmental
conditions. Firstly, four points, shown in Fig. 8, were selected to
present these results. Moreover, since shell elements were used
in the FE model, the results are reported for both top and bottom
surfaces.

The stresses at point 1 are given in Table 8 and those for point 2
are listed in Table 9 (see Fig. 8 for the location of both points). In
each Table, values are given for r11;r22, and r12 representing the
stress along the fibre, matrix and in–plane shear directions, respec-
tively. Each component of stress is given at four different times to
capture the creep evolution. Important to mention that the shell
elements used in this finite strain analysis allow for changes in

thickness (e33 – 0), and this variation is taken into account in the
stress calculations.

Interestingly, without any viscous effects (0 s), the stress in the
fibre direction is similar (� 350 MPa) for all winding angles. In con-
trast, r22 and r12 vary. This behaviour is expected since creep is a
phenomenon that is more pronounced on the polymer instead of
the fibres, that is, transverse stresses are more affected by creep
than longitudinal ones. Furthermore, at this stage, the stress field
seems to be insensitive to environmental conditions. In all cases,
the stress in the fibre direction r11 decreases with time. This reduc-
tion is particularly important for the cylinder with 60� and HW,
and it is more pronounced at point 1 rather than at point 2. In con-
trast, both r22 and r12 increase sharply with time. The HW cylinder
with a fibre angle of 60� shows the largest variations in stresses.

During the creep loading, the cylindrical profile becomes an
ellipsoidal and this effect is more pronounced for �60½ � and HW
samples. This change of shape rearranges the structural forces over
the specimen and also increases the area of contact with the pla-

Fig. 8. The four points used to report stresses and strains. Points 1 and 3 are on the
contact region, whereas points 2 and 4 are on the mid-section of the cylinder. The
local coordinate system is aligned with the fibre direction.

Table 8
Stress components at point 1 for both top and bottom surfaces of the cylinder. Values are in MPa and given at different times.

TOP BOTTOM

Cond. r 0s 172,000s 432,000s 864,000s 0s 172,000s 432,000s 864,000s

60� HW r11 �326.71 �212.43 �201.43 �194.06 350.73 185.02 168.06 155.59
r22 �56.798 �76.719 �85.367 �93.820 8.5201 22.932 29.193 36.360
r12 30.368 40.264 42.675 44.213 55.543 56.866 58.797 60.017

WRT r11 �328.31 �248.17 �232.83 �221.94 352.37 231.57 212.46 199.21
r22 �56.744 �64.992 �67.488 �69.649 8.560 14.899 16.848 18.587
r12 29.732 35.151 36.386 37.336 54.869 54.064 54.127 54.243

ML r11 �329.25 �269.86 �254.75 �243.19 353.44 259.31 239.52 224.97
r22 �55.940 �61.564 �63.484 �65.208 7.8301 12.224 13.693 15.022
r12 29.622 33.550 34.643 35.545 54.762 54.064 54.025 54.056

75� HW r11 �355.31 �256.57 �239.13 �228.18 359.29 232.56 213.56 201.98
r22 �39.435 �46.167 �49.054 �51.756 �13.809 �6.686 �3.698 �0.7574
r12 23.194 25.494 26.194 26.689 33.658 33.538 33.717 33.874

WRT r11 �351.68 �350.47 �348.86 �346.28 354.08 351.62 349.35 345.71
r22 �39.494 �39.553 �39.768 �40.123 �13.467 �13.289 �13.144 �12.905
r12 23.922 23.838 23.932 24.085 34.351 34.460 34.518 34.613

ML r11 �345.75 �322.75 �309.17 �295.81 342.80 310.45 292.94 276.42
r22 �41.545 �42.664 �43.632 �44.835 �12.867 �11.411 �10.395 �9.1887
r12 24.744 25.021 25.316 25.664 35.401 35.238 35.180 35.184

90� HW r11 �334.87 �266.55 �250.42 �244.02 334.78 266.65 250.49 244.02
r22 �5.3425 �10.027 �13.979 �18.962 5.7682 10.468 14.441 19.451
r12 �0.3564 �0.3064 �0.2799 �0.2599 0.3562 0.3071 0.2813 0.2619

WRT r11 �335.01 �310.64 �292.50 �276.53 334.92 310.64 292.56 276.62
r22 �5.9802 �7.0207 �8.0585 �9.3667 6.4314 7.4714 8.5098 9.8211
r12 �0.4089 �0.3962 �0.3840 �0.3705 0.4088 0.3965 0.3845 0.3712

ML r11 �334.55 �314.21 �297.78 �282.20 334.46 314.21 297.83 282.28
r22 �7.2396 �8.2008 �9.1965 �10.462 7.7487 8.7073 9.7013 10.966
r12 �0.4105 �0.4000 �0.3898 �0.3776 0.4103 0.4002 0.3902 0.3783
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tens. All these changes have, consequently, an influence on the
stress distribution in the sample. It was observed a stress transfer
from the fibre to the matrix, and a similar observation was also
found by Rafiee and Ghorbanhosseini [48], where the stresses in
the fibre direction were reduced during creep loading for glass
fibre–reinforced composite polyester cylinders in radial compres-
sion. Hence, forces and stresses on the structure change due to
eccentricity effects, whose response is more pronounced for the
�60½ � samples, given that this is the off–axis fibre angle further
away from the fibre angle in the loading direction when compared
with other samples (e.g., 90�).

The large stress variations due to creep can have significant
effects on the safety coefficients and in–service margins employed
in the design. As mentioned, the variations are detrimental since
there is a stress reduction in the fibre direction (r11) but an
increase in the transverse directions (r22 and r12) [12]. Consider,
for example, an HW cylinder wound at 60�. With the stress field
at P2-bottom (and using non-aged properties from [12]), the
instantaneous (0 s) and 10–day (864s) failure index (Tsai-Wu fail-

ure criterion [49]) is 0.387 and 0.892, respectively. This represents
a considerable increase of ~230%.

These stress variations are attributed to three factors: i) creep
deformation is changing the initial cross-section from a circle to
an ellipse [50], reducing the effective stiffness of the cylinder, ii)
the load redistribution due to the contact with the compressive
platens, and iii) non-linear effects. As observed by Lisbôa et al.
[2,32], during the initial loading stage, the force � displacement
curve is mostly linear–elastic. At an intermediate stage, this beha-
viour changes slightly, and the cylinder becomes more compliant.
At the final stage, the specimen becomes slightly stiffer again,
nonetheless, this effect is to some extent shadowed by major
cracking on the cylinder (i.e., damage initiation). In creep experi-
ments, the deflection increases up to the secondary creep stage,
in which some softening is observable, mostly for the HW condi-
tion. Furthermore, as the cross-section becomes elliptical (Fig. 9),
the contact area between the cylinder and platen increases and,
as the force is a fixed parameter, the contact stresses are reduced.
This can explain the larger stress variations at point 1 (contact
area) compared to point 2. Moreover, it is also worth mentioning

Table 9
Stress components at point 2 for both top and bottom surfaces of the cylinder. Values are in MPa and given at different times.

TOP BOTTOM

Cond. r 0s 172,000s 432,000s 864,000s 0s 172,000s 432,000s 864,000s

60� HW r11 179.69 143.46 131.68 122.59 �179.44 �144.69 �133.52 �125.07
r22 18.829 24.721 28.944 34.165 �21.153 �26.936 �31.129 �36.278
r12 �21.366 �24.807 �27.297 �30.065 �21.121 �24.956 �27.605 �30.508

WRT r11 180.66 165.75 160.10 155.09 �180.35 �166.12 �160.64 �155.75
r22 18.836 20.358 20.980 21.586 �21.172 �22.628 �23.225 �23.809
r12 �21.038 �21.842 �22.162 �22.477 �20.781 �21.728 �22.106 �22.476

ML r11 181.17 172.19 168.26 164.50 �180.83 �172.33 �168.55 �164.91
r22 18.427 19.357 19.758 20.159 �20.770 �21.659 �22.044 �22.429
r12 �20.974 �21.468 �21.672 �21.876 �20.708 �21.287 �21.528 �21.769

75� HW r11 186.13 169.29 161.34 154.92 �188.30 �171.24 �163.22 �156.75
r22 7.4495 8.8926 9.7640 10.704 �10.760 �12.074 �12.859 �13.708
r12 �15.125 �16.010 �16.494 �17.001 �15.215 �16.157 �16.676 �17.218

WRT r11 183.45 183.28 182.79 181.99 �185.76 �185.62 �185.14 �184.37
r22 7.5491 7.6006 7.6767 7.8027 �10.836 �10.895 �10.969 �11.092
r12 �15.495 �15.547 �15.598 �15.681 �15.595 �15.646 �15.699 �15.785

ML r11 178.56 176.69 174.87 172.48 �181.15 �179.24 �177.40 �174.80
r22 8.2541 8.5001 8.7469 9.0996 �11.607 �11.842 �12.072 �12.402
r12 �16.049 �16.205 �16.342 �16.536 �16.157 �16.316 �16.460 16.661

90� HW r11 197.86 190.14 185.04 182.62 �203.51 �193.13 �186.95 �184.08
r22 3.5615 4.6671 5.8848 7.6164 �3.5272 �4.6418 �5.8566 �7.5751
r12 �0.0043 �0.0046 �0.0051 �0.0059 �0.0086 �0.0086 �0.0087 �0.0092

WRT r11 197.88 196.58 194.99 192.77 �203.46 �201.56 �199.36 �196.43
r22 3.8170 3.9995 4.2171 4.5344 �3.7866 �3.9709 �4.1914 �4.5117
r12 �0.0049 �0.0047 �0.0049 �0.0050 �0.0090 �0.0090 �0.0089 �0.0089

ML r11 197.29 196.26 194.98 193.15 �202.85 �201.34 �199.56 �197.10
r22 4.5638 4.7296 4.9283 5.2195 �4.5627 �4.7307 �4.9329 �5.2285
r12 �0.0052 �0.0051 �0.0051 �0.0053 �0.0094 �0.0093 0.0093 �0.0092

Fig. 9. Comparison between (a) numerical and (b) experimental deformed shapes for the cylinder 60� (HW). The colour bar represents the predicted vertical displacement.
The photograph of the test was taken after unloading.
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the excellent prediction capability of the model in which the cross–
section measurements are in excellent agreement. The difference
in the major and minor axes measurements is because the experi-
mental values were taken after the sample was unloaded, in which
stress relaxation is unavoidable.

A comparison between the numerical and experimental defor-
mation modes is shown in Fig. 9 for the 60� (HW) cylinder. The
deformed shape and eccentricity in the simulations are in good
agreement with the experiments. The major and minor axes
are 1–2% larger in the experiment because the photograph was

taken after unloading (whereas there is no unloading in the
simulation).

The equivalent strain rate is plotted in Fig. 10 as a function
of time. The strain rate is given for the four points identified
earlier in Fig. 8. All cases exhibit a similar decreasing response
except for Fig. 10(e), where the strain rate is almost constant.
This means that the time-hardening effects are almost absent;
indeed, the measured displacement for �75½ �-(WRT) is practi-

cally constant over time, see Fig. 6(b). Consequently, bC1 is the
smallest in all cases, see Table 7. For all other cases, the strain
rate starts at a high value and decreases with time. This

Fig. 10. Log–log plots of the equivalent strain rate as a function of time. Results are given at the four points shown in Fig. 8, and for (a) 60� (HW), (b) 75� (HW), (c) 90� (HW),
(d) 60� (WRT), (e) 75� (WRT), (f) 90� (WRT), (g) 60� (ML), (h) 75� (ML), and (i) 9.0� (ML).
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decrease tends to slow down after the 3rd/4th day, which cor-
roborates with the displacement versus time curves (see
Fig. 6) and and indicates the beginning of the second stage of
creep. The results also indicate that the contact areas (points
1 and 3) have higher strain rates than the midsection (points
2 and 4). This is attributed to the elevated stress in these areas
(see Tables 8,9).

As can be seen, the optimisation problem here is well solved in
a computationally–efficient way and with a high degree of accu-
racy, which demonstrates the capability of the proposed sequential
FEMU framework. Other approaches to solving the same problem
might also be suitable, such as the use of deep neural networks
to approximate the functions herein utilised for training the FE
models [51] along with uncertainties from experimental observa-
tions (e.g., manufacturing and testing uncertainties.

5. Conclusions

An original finite element model updating framework has been
here developed as a new method to identify the creep parameters
of filament wound cylinders under different harsh environmental
conditions. An original FE model is developed, in which the wind-
ing pattern is taken into consideration. All cylinders were sub-
jected to radial compressive creep loading for 10 days. The
framework is based on a sequential optimisation that starts with
a heuristic genetic algorithm and finishes with the gradient–based
Levenberg–Marquardt algorithm, aiming at reducing and/or avoid-
ing the likelihood of finding local minima. The results were in
excellent agreement with experimental observations, which indi-
cates that the computational model and its hypotheses were well
formulated.

After identifying the parameters of the creep model, the stresses
and equivalent strain rate were exported from the FE model and
interesting characteristics were observed: i) the softening of the
cylinders due to the circular-to-elliptic transformation of the
cross-section, ii) a more pronounced reduction in the transverse
direction than in the longitudinal one (typical of creep conse-
quences for continuous fibre–reinforced laminates with off–axis
plies), iii) the natural reduction of failure index as a consequence
of point ii), even with the same applied load. These results
strengthen the importance of creep behaviour analysis in compos-
ite structures exposed to harsh environments. This framework can
augment the experimental data, reduce experimental costs (since
creep tests are expensive and time–consuming), and elucidate
creep effects on FW composite cylinders exposed to harsh environ-
ments with an efficient computational tool. Future work will con-
sider the implementation of higher–order finite element
formulations to increase the accuracy of transverse and out–of–
plane stress fields for structures under creep loading.
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