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ABSTRACT

One-bit analog-to-digital converters enable digital beamforming in millimeter wave (mmWave) multi-input multi-output communication systems with low power consumption. Conventional signal processing tasks like channel estimation, though, are challenging due to the extreme quantization, making it challenging to implement uplink (UL) multiuser receivers. We reformulate the UL channel estimation problem as a multiplication of two specific matrices, and then we leverage Toeplitz matrix reconstruction in conjunction with the angular domain sparsity of the UL channel to recover UL channel via solving a properly designed optimization problem. Our new approach is called the sparsity enforcing with Toeplitz matrix reconstruction (SE-TMR) method. Numerical simulations are carried out to showcase the advantages of SE-TMR over existing competitive methods in terms of normalized mean squared error in clustered narrowband channels.

Index Terms— Multi-user MIMO, uplink channel estimation, one-bit analog-to-digital converter, angular domain, Toeplitz matrix reconstruction.

1. INTRODUCTION

Millimeter-wave (mmWave) multiple-input multiple-output (MIMO) communications is an approach that extends the high data rate benefits associated with the use of mmWave to take advantage of multiuser multiplexing provided by massive MIMO [1–5]. Despite the advantages offered by mmWave MIMO system, the need to deploy high-resolution analog-to-digital converters (ADCs) and digital-to-analog converters (DACs) for the large number of antenna elements in the base station (BS) makes system impractical in terms of the power consumption for the large arrays found in massive MIMO and the higher bandwidths in mmWave and sub-THz communications. The use of low-resolution (1-3 bits) ADCs/DACs is one approach to reduce overall transceiver power consumption [7,9–12]. The most benefits in terms of power consumption and reduced analog hardware complexity are found with one-bit data converters, where the conventional treatment of quantization error as additive noise may be a poor assumption.

Channel estimation is required for most one-bit receiver designs and has been widely considered in prior works [8,11,13–17]. Of relevance to our paper, in [13] and [14], the maximum-likelihood (ML) approach has been used to handle uplink (UL) channel estimation problem, but the prohibitive computational cost required for implementing the proposed algorithms has been the main impediment in practical scenarios. In [15], an algorithm referred to as Bussgang linear minimum mean squared error (BLMMSE) channel estimation has been developed for both flat and frequency-selective channel models. The essence of BLMMSE is to approximate the nonlinear one-bit quantizer as a linear function via the Bussgang decomposition [18]. In [11], the authors have proposed a generalized approximate message passing (GAMP) based algorithm, where a compressive sensing (CS) approach has been employed to estimate the angular domain parameters of UL channel. In [16], an amplitude retrieval (AR) based algorithm has been derived that is based on completing the lost amplitudes of one-bit measurements along with ML direction-of-arrival (DOA) estimation method. Recently, an algorithm referred to as gridless GAMP (GL-GAMP) has been developed in [17] for UL channel estimation. GL-GAMP utilizes modified expectation-maximization GAMP (EM-GAMP) method in conjunction with the well-known RELAX [19] method to reconstruct the channel. Motivated by the promising use of the structure-based methods such as the AR and GL-GAMP methods, we develop a channel estimation approach by leveraging the underlying Toeplitz structure of the UL channel along with angular domain sparsity, which has not been fully exploited in prior works.

In this paper, we develop a new method referred to as sparsity enforcing with Toeplitz matrix reconstruction (SE-TMR) method to address the problem of UL channel estimation for mmWave MIMO communications when one-bit ADCs are deployed at the BS. The core idea of SE-TMR is to first reformulate UL channel estimation problem in terms of multiplication of two specific matrices, followed by using the combination of Toeplitz matrix reconstruction and UL channel sparsity in the angular domain. SE-TMR reconstructs efficiently UL channel up to a scale factor. Numerical simula-
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tions validate its performance improvement and compare it to the existing competitive methods.

Notations: Upper-case and lower-case bold-face letters denote matrices and vectors, respectively, while scalars are denoted by lower-case letters. The transpose, and Hermitian transpose are denoted by \( \{ \cdot \}^T \) and \( \{ \cdot \}^H \), respectively, while \( \| \cdot \|_2 \) and \( \| \cdot \|_1 \) denote the \( l_2 \) and \( l_1 \) norms of a vector, and \( \| \cdot \|_F \) stands for the Frobenius norm of a matrix. The notation \( T(\cdot) \) stands for an operation of building a square Hermitian Toeplitz matrix with its first column being the bracketed vector, and \( \text{tr} \{ \cdot \} \) stands for the trace of a square matrix. The \( n \times n \) identity matrix is denoted by \( I_n \). The \( n \times 1 \) vector with all its entries equal to one is denoted by \( 1_n \). The \( i \)th entry of the vector \( \pi \) is denoted by \( [\pi]_i \), while the entry in the intersection of the \( i \)th row and \( j \)th column of the matrix \( \Pi \) is denoted as \( \Pi_{i,j} \). The operator \( \text{vec} \{ \cdot \} \) stacks the columns of a matrix into a long vector. The operator \( \text{diag} \{ \pi \} \) generates a diagonal matrix by plugging the entries of the vector \( \pi \) into its main diagonal. Finally, \( \Re \{ \cdot \} \) and \( \Im \{ \cdot \} \) return the real and imaginary parts of the bracketed argument, respectively.

2. UL CHANNEL ESTIMATION

2.1. System Model

Consider an UL multiuser mmWave MIMO system equipped with a uniform linear array (ULA) of \( M \) antenna elements at the base station (BS) and \( K \) single antenna users. The BS is equipped with one-bit ADCs, whereas all users deploy high-resolution DACs. Then, the UL channel between user \( k \) and the BS can be formulated as

\[
h_k = \sum_{l=1}^{L_k} \sum_{m=1}^{M_{\text{path}}^l} \gamma_{k,l,m} a(\theta_{k,l,m})
\]

\[
= \begin{bmatrix} \gamma_{k,1} \\ \vdots \\ \gamma_{k,L_k} \end{bmatrix} = A(\theta_k)\gamma_k
\]  

(1)

where \( L_k \) denotes the number of multipath clusters between the BS and the user \( k \), the \( l \)th cluster encompasses \( M_{\text{path}}^l \) paths concentrated around an angular area defined by the corresponding angle spread [20], \( \gamma_{k,l,m} \) and \( \theta_{k,l,m} \) are respectively the gain and DOA of the \( m \)th path in the \( l \)th cluster, the steering vector is set as \( a(\theta_{k,l,m}) = [1, e^{-j\pi \sin(\theta_{k,l,m})}, \ldots, e^{-j(M-1)\pi \sin(\theta_{k,l,m})}]^T \in \mathbb{C}^{1 \times M} \), \( \theta_{k,l} = [\theta_{k,l,1}, \ldots, \theta_{k,l,M_{\text{path}}^l}]^T \in \mathbb{R}^{M_{\text{path}}^l \times 1} \) for \( l = 1, \ldots, L_k \), \( A(\theta_{k,l}) \triangleq [a(\theta_{k,l,1}), \ldots, a(\theta_{k,l,M_{\text{path}}^l})] \in \mathbb{C}^{M \times M_{\text{path}}^l} \), \( \gamma_{k,l} \triangleq [\gamma_{k,l,1}, \ldots, \gamma_{k,l,M_{\text{path}}^l}]^T \in \mathbb{C}^{M_{\text{path}}^l \times 1} \), \( \theta_k = [\theta_{k,1}^T, \ldots, \theta_{k,L_k}^T]^T \), \( A(\theta_k) \triangleq [A(\theta_{k,1}), \ldots, A(\theta_{k,L_k})] \), and \( \gamma_k \triangleq [\gamma_{k,1}^T, \ldots, \gamma_{k,L_k}^T]^T \). The overall channel between the BS and \( K \) users is

\[
H = [h_1, \ldots, h_K] = [A(\theta_1)\gamma_1, \ldots, A(\theta_K)\gamma_K].
\]  

(2)

In the training stage, a pilot sequence of length \( N_s \) \((N_s \geq K)\) is transmitted by \( K \) users. The received signal at the BS is

\[
Y = Q(HS + N)
\]  

(3)

where \( Q(\cdot) \triangleq \text{sign}(\Re \{ \cdot \}) + j\text{sign}(\Im \{ \cdot \}) \) is the element-wise one-bit quantizer which maps an argument to one of the members of the set \( S = \{1+j, 1-j, -1+j, -1-j\} \), \( S \in \mathbb{C}^{K \times N_s} \) represents the orthogonal pilot matrix, and \( N \in \mathbb{C}^{M \times N_s} \) is the additive circularly symmetric complex-valued Gaussian noise with zero mean and variance \( \sigma^2 \). The aim is to recover (scaled) \( H \in \mathbb{C}^{M \times K} \) by processing the received signal \( Y \in \mathbb{C}^{C \times N_s} \).

2.2. Proposed UL Channel Estimation

Our UL channel estimation method will be developed by employing the notion of Toeplitz matrix reconstruction combined with the angular domain sparsity of UL channel. Although the actual channel between the BS and the \( k \)th user presented in (1) is composed of many paths, it is still sparse in an angular-based dictionary (e.g., the normalized discrete Fourier transform (DFT) matrix). Therefore, \( h_k \) can be approximated as an unknown linear combination of a few atoms of the angular-based dictionary which correspond to those paths that contribute the most. These paths are entitled as the “basis paths” henceforth. From this point of view, we represent the \( k \)th column of \( H \) (i.e., \( h_k \)) as a linear combination of \( L_k \) basis paths with \( L_k \) path gains and DOAs. As a result, (2) can be recast as

\[
H = [h_1, \ldots, h_K] = [A(\theta_1)\gamma_1, \ldots, A(\theta_K)\gamma_K]
\]  

(4)

where \( \theta_k = [\theta_{k,1}, \ldots, \theta_{k,L_k}]^T \in \mathbb{R}^{L_k \times 1} \) and \( \gamma_k = [\gamma_{k,1}, \ldots, \gamma_{k,L_k}]^T \in \mathbb{C}^{L_k \times 1} \) are respectively the DOAs and path gains which correspond to \( L_k \) basis paths between the BS and user \( k \).

To develop our method, we first reformulate (4) as

\[
H = A\Gamma G = \hat{H}G
\]  

(5)

where

\[
A = [A(\theta_1), \ldots, A(\theta_K)] \in \mathbb{C}^{M \times L}
\]  

(6)

\[
\Gamma = \begin{bmatrix} \text{diag}(\gamma_1) \\ \vdots \\ \text{diag}(\gamma_K) \end{bmatrix} \in \mathbb{C}^{L \times L}
\]  

(7)

\[
G = \begin{bmatrix} 1_{L_1} \\ 1_{L_2} \\ \vdots \\ 1_{L_K} \end{bmatrix} \in \mathbb{R}^{L \times K}
\]  

(8)

\[
\hat{H} = A\Gamma \in \mathbb{C}^{M \times L}
\]  

(9)
and $L \triangleq \sum_{k=1}^{K} L_k$. The significant point stated in (5) is that estimating $H$ is equivalent to estimating $\hat{H}$. Therefore, we develop SE-TMR by formulating an optimization problem with respect to $H$ because of the good properties that $\hat{H}$ possesses as it will be elaborated in the sequel.

Due to the special structures of $A$ and $Γ$, i.e., $A$ and $Γ$ being respectively Vandermonde and diagonal matrices, it is straightforward to show that

$$\hat{H} \hat{H}^H = T(u) \quad (10)$$

where $u \in \mathbb{C}^M$ and $|u|_1$ belongs to the real numbers field.

Moreover, the channel estimation problem can be converted into a sparse recovery problem by defining an angular-based dictionary [21, 22] as explained above. In the case of ULA, the normalized DFT matrix can be a proper dictionary [17] because of zero intra-column correlation, i.e., the DFT matrix columns are orthonormal to each other. Hence, multiplying $H$ by the DFT matrix, we have

$$X(\hat{θ}) = FH = FH\bar{G} \quad (11)$$

where $F \in \mathbb{C}^{M×M}$ denotes the normalized DFT matrix. Taking into consideration (5), it can be concluded that each column of $X(\hat{θ})$ defined in (11) is sparse. It is well known that the optimal way to enforce sparsity is to use $l_0$ pseudo-norm, however, the corresponding optimization problem is known to be NP hard. Therefore, we exploit $l_1$ norm to enforce sparsity, which is a widely used alternative.

Considering (10) and (11), the following optimization problem is introduced to recover $H$ efficiently given the one-bit measurement matrix $Y$

$$\min_{\hat{H}, u, E^R, E^I} ||\text{vec}(FHG)||_1 + \lambda \left( \sum_{i=1}^{M} \sum_{j=1}^{N_s} (E^R_{i,j} + [E^I]_{i,j}) \right) \quad (12)$$

s.t. $\hat{H} \hat{H}^H = T(u)$ \quad (13)

$\text{trace}(T(u)) = C$ \quad (14)

$\Re\{[\hat{H}\bar{G}]_{i,j}\Re\{[Y]_{i,j}\} \geq -|E^R|_{i,j}$, \quad $i = 1, \cdots, M, \ j = 1, \cdots, N_s$ \quad (15)

$\Im\{[\hat{H}\bar{G}]_{i,j}\Im\{[Y]_{i,j}\} \geq -|E^I|_{i,j}$, \quad $i = 1, \cdots, M, \ j = 1, \cdots, N_s$ \quad (16)

$|E^R|_{i,j} \geq 0$, \quad $i = 1, \cdots, M, \ j = 1, \cdots, N_s$ \quad (17)

$|E^I|_{i,j} \geq 0$, \quad $i = 1, \cdots, M, \ j = 1, \cdots, N_s$ \quad (18)

where $λ > 0$ is a regularization parameter, the entries of $E^R \in \mathbb{R}^{M×N_s}$ and $E^I \in \mathbb{R}^{M×N_s}$ are slack variables introduced to handle probable sign flips due to the impact of noise [23]. In this problem, (14) prevents the scaling ambiguity with $C > 0$, and (15)-(16) are imposed to maintain the consistency with the observation matrix $Y$. The optimization problem (12)-(18) is non-convex because of the constraint (13) which is difficult to address in an efficient manner. For alleviating difficulties caused by imposing (13), semi-definite programming (SDP) relaxation can be exploited to turn the non-convex constraint (13) into a convex one. Therefore, the optimization problem (12)-(18) can be modified by means of SDP relaxation as

$$\min_{\hat{H}, u, E^R, E^I} ||\text{vec}(FHG)||_1 + \lambda \left( \sum_{i=1}^{M} \sum_{j=1}^{N_s} (|E^R|_{i,j} + |E^I|_{i,j}) \right) \quad (19)$$

s.t. $[I_L \ H \ H^H \ T(u)] \succeq 0 \quad (20)$

$|u|_1 = \frac{C}{M} \quad (21)$

$\Re\{[\hat{H}\bar{G}]_{i,j}\Re\{[Y]_{i,j}\} \geq -|E^R|_{i,j}$, \quad $i = 1, \cdots, M, \ j = 1, \cdots, N_s$ \quad (22)

$\Im\{[\hat{H}\bar{G}]_{i,j}\Im\{[Y]_{i,j}\} \geq -|E^I|_{i,j}$, \quad $i = 1, \cdots, M, \ j = 1, \cdots, N_s$ \quad (23)

$|E^R|_{i,j} \geq 0$, \quad $i = 1, \cdots, M, \ j = 1, \cdots, N_s$ \quad (24)

$|E^I|_{i,j} \geq 0$, \quad $i = 1, \cdots, M, \ j = 1, \cdots, N_s$ \quad (25)

where the convex constraint (20) is imposed instead of (13) via SDP relaxation, and (14) is replaced by (21) as they are interchangeable. The optimization problem (19)-(25) is convex and therefore can be solved by off-the-shelf solvers like CVX [24].

After estimating $\hat{H}$, we recover $H$ using (5). Due to the angular-based structure of the columns of $H$, further refinement can be attained through recovering the $L_k^{HR}$ path gains and $L_k^{HR}$ DOAs associated with the $k$th column of $H$ for $k = 1, \cdots, K$. In doing so, conventional one-dimensional harmonic retrieval (HR) methods such as RELAX [19] can be applied to each column of $H$ in order to estimate the $L_k^{HR}$ path gains and $L_k^{HR}$ DOAs, and then reconstruct the refined $H$ [17], denoted by $\hat{H}$. Note that $L_k^{HR}$ can be opted greater than $L_k$ due to the presence of actual larger number of multipath than the basis paths as given in (1). As a matter of fact, it will be shown in the next section by means of simulation that choosing $L_k^{HR}$ greater than $L_k$ leads to performance improvement of the SE-TMR method. The steps of the proposed UL channel estimator are outlined in Algorithm 1.

### 3. SIMULATION RESULTS

We evaluate the performance of the proposed SE-TMR method and compare it to that of other competitive algorithms. The methods used for comparison are near ML (nML) [13], AR [16], and zero-forcing (ZF) method of [13]. A Zadoff-Chu (ZC) sequence with length $N_s$ is used to construct the pilot sequence, such that each row of $S$ is a circularly shifted replica of the ZC sequence and is therefore
Algorithm 1: SE-TMR Algorithm

Input: $\mathbf{Y}$, $\mathbf{G}$, $\lambda$, $L_k$, $\mathbf{H}_k^{HR}$, $S$
1: Obtain $\mathbf{H}$, $\mathbf{u}$, $\mathbf{E}^R$, and $\mathbf{E}^I$ by solving the optimization problem (19)-(25).
2: Calculate $\mathbf{H} = \mathbf{H}\mathbf{G}$.

Refinement with RELAX:
3: Apply RELAX to each column of $\mathbf{H}$ to estimate each user’s $\mathbf{H}_k^{HR}$ DOAs and path gains.
4: Employ the estimated DOAs and path gains of each user to recover the channel matrix $\mathbf{H}$.

Output: $\mathbf{H}$

orthogonal to the other rows. The signal-to-noise ratio (SNR) and normalized mean square error (NMSE) are respectively defined as $\text{SNR} \triangleq 10 \log_{10} \left( \frac{||\mathbf{s}||^2}{\sigma^2} \right)$ and $\text{NMSE} \triangleq \frac{1}{KN} \sum_{k=1}^{K} \sum_{n=1}^{N} \left( \frac{\hat{\mathbf{h}}_k^{(n)} - \mathbf{h}_k}{||\mathbf{h}_k||} \right)^2$, where $\hat{\mathbf{h}}_k^{(n)}$ is the $k$th column of $\mathbf{H}$ estimated in the $n$th Monte Carlo run, and $N$ is the total number of Monte Carlo runs which is $N = 100$ in this paper. We consider $\lambda = 10$, and $K = 8$ in all examples. Moreover, the same number of channel clusters and within cluster multipaths for each user are considered in the upcoming examples, i.e., $L_1 = \cdots = L_K$ and $M_1^{path} = \cdots = M_1^{L_1}$, $M_1^{path} = \cdots = M_K^{L_K}$. All UL DOAs are generated randomly once and remain the same throughout the Monte Carlo runs. Moreover, the channel path gains are distributed as $CN(0, 1)$ for all users.

Fig. 1 shows the NMSE performance of the methods tested versus SNR for the setup of $M = 16$, $N_s = 128$, and $L_k = 1$. Moreover, the angle spread within a cluster is 8 degrees. Note that $L_k^{HR}$ is set as 4 for the SE-TMR method in this example. It shows that the performance of the proposed SE-TMR method is substantially better than that of the other methods tested.

Note that RELAX method is also applied to nML and ZF methods (see steps 3 and 4 in Algorithm 1) to reconstruct the structured estimate of the UL channel. Hence, the original methods without RELAX-based refinement are called “unstructured” in the figures. The setup considered for Fig. 2 is $M = 16$, $N_s = 128$, and $L_k = 2$. The angle spread within one cluster is 8 degrees, while it is 10 degrees for the other one. In Fig. 2, the proposed SE-TMR method outperforms the other methods tested.

4. CONCLUSION

A novel algorithm called SE-TMR is presented to estimate UL channel in mmWave multi-user MIMO systems with one-bit ADCs at the BS. The essence of the SE-TMR method is to reconstruct UL channel by solving a properly designed optimization problem, which leverages the Toeplitz matrix reconstruction and sparsity of UL channel in the DFT domain. Based on the numerical simulations provided, the SE-TMR method outperforms existing competitive methods in different scenarios with diverse number of dominated paths between the BS and users.
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