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End-to-End Pathological Speech Detection Using
Wavelet Scattering Network

Mittapalle Kiran Reddy , Yagnavajjula Madhu Keerthana , and Paavo Alku , Fellow, IEEE

Abstract—In recent years, developing robust systems for au-
tomatic detection of pathological speech has attracted increasing
interest among researchers and clinicians. This study proposes an
end-to-end approach based on wavelet scattering network (WSN)
for detection of pathological speech. In the proposed approach, the
WSN (which involves no learning) extracts suitable information
from the input raw speech signal and this information is then passed
through a multi-layer perceptron (MLP) in order to classify the
speech signal as either healthy or pathological. The results show
that the proposed approach outperformed a convolutional neural
network (CNN) based end-to-end system in distinguishing patho-
logical speech from healthy speech. Furthermore, the proposed sys-
tem achieved comparable performance with a state-of-the-art tra-
ditional system based on hand-crafted features for uncompressed
speech, but gave better performance than the traditional system
for compressed speech of low bit rates.

Index Terms—Wavelet scattering network, CNN, pathological
speech, MFCC, openSMILE features, MP3 compression.

I. INTRODUCTION

S PEECH disorders are caused due to a disruption in the
individual’s ability to produce speech sounds precisely.

Common conditions that can lead to speech disorders include
developmental delays, heart failure, brain injuries, Parkinson’s
disease (PD), autism and laryngeal cancer [1], [2], [3], [4].
Speech disorders affect communication abilities of millions of
people. Therefore, developing automatic methods for identify-
ing people with speech disorders is essential to provide timely
treatment, which can reduce symptoms and consequently help
individuals to improve their speech communication.

In the literature, several methods have been proposed for
automatic detection of pathological speech. These methods can
be divided into two categories: traditional pipeline systems and
modern end-to-end systems [4], [5]. The traditional pipeline sys-
tems consist of two stages. In the first stage, a set of hand-crafted
features (like Mel-frequency cepstral coefficients (MFCCs)) are
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extracted from speech [3], [5], [15], [16], [17], [18], [19], [20]. In
the second stage, a machine learning (ML) classifier, such as sup-
port vector machine (SVM), is trained with the selected features
to label the input speech as either healthy or pathological [3],
[4], [12], [13], [14]. A detailed review of various techniques
considered for the feature extraction and ML classification parts
of the traditional pipeline approach is given in [21].

In an end-to-end system, which is the focus of this study,
the use of hand-crafted features is replaced by training deep
learning models to directly map the raw speech signal (or the
spectrogram) to the output labels (healthy/pathological). In order
to develop deep learning models, existing studies have mainly
used combinations of convolutional neural network (CNN) and
multi-layer perceptron (MLP) [5], [6], [7]. The end-to-end
systems are completely data-driven and they do not require
any domain expertise in speech pathologies. However, unlike
in many speech technology areas such as speech recognition,
end-to-end systems have not been widely used in pathological
speech detection. This is due to data scarcity, which is an inherent
problem of pathological speech research since data is collected
from patients whose condition might be so weak that recording
large volumes of speech may not be possible [4], [5], [6].

As an alternative to CNN, we propose to use the wavelet
scattering network (WSN) for end-to-end pathological speech
detection. WSN is a deep convolution network, formed by
a cascade of the wavelet transform (convolutions), modulus
(non-linearity) and averaging (pooling) [8], [9]. It is capable
of generating robust feature representations that are time-shift
invariant and stable against time-warping deformations [8], [9].
WSN has a layer structure that is similar to CNN. However,
WSN consists of fixed filters [8] and therefore unlike CNN it
does not need training to extract features. This makes WSN an
effective network to extract features for classification tasks in
data-constrained scenarios. WSN has been previously utilized
in tasks such as image classification [10] and electrocardiogram
(ECG) beat classification [11]. To the best of our knowledge,
this is the first study analyzing the effectiveness of WSN in
pathological speech detection. The rest of the paper is organized
as follows. The details of WSN and the proposed detection
approach are described in Section II, followed by a discussion of
experimental setup and results in Section III. Finally, Section IV
concludes the current work and provides directions for future
works.

II. PROPOSED END-TO-END PATHOLOGICAL SPEECH

DETECTION SYSTEM BASED ON WSN

The proposed approach is based on capturing discriminative
information from raw speech signals using WSN, followed by
training an MLP with this information to predict one of the
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Fig. 1. A WSN iterates on wavelet modulus operators to generate scattering
coefficient (feature) vectors for the input speech signal x .

two labels (healthy/pathological). These two main parts will be
discussed in detail in the following two sub-sections.

A. Wsn

The WSN [8], [9] is a deep representation that processes
data in layers (see Fig. 1), where each layer consists of three
operations, namely, the wavelet transform, modulus, and aver-
aging (with a low pass filter φ). The wavelet transform of input
speech signal x (t) is computed by convolving it with wavelets
ψλ1

for λ1 ∈ Λ1, where Λ denotes the grid of all wavelet center
frequencies λ1 [8], [9]. This can be represented as

W1x = (x � ψλ1
(t))t∈R,λ1∈Λ1

(1)

Here, t is time index and wavelets ψλ1
have octave frequency

resolution (or number of wavelet bandpass filters per octave)
of Q1 . The wavelets used in this paper are the Gabor (ana-
lytic Morlet) wavelets. Next, the modulus of analytic wavelet
coefficients is computed, and finally the previous calculation
result is convolved with a low-pass filter φ (of length T and
frequency bandwidth of 2π

T ), to produce the first-order scattering
coefficients

S1x(t, λ1) = |x � ψλ1
(t)| � φ. (2)

The time averaging process (shown in equation (2)) imposes
time-shift in-variance and stability against time-warping de-
formations [8]. Convolving |x � ψλ1

(t)| with φ removes high-
frequency components in order to localize the bins covering
the lower spectrum [8]. The loss of high-frequency information
in the first layer is recovered in the second layer by repeating
the same operations as in the first layer but with |x � ψλ1

(t)|
as input instead of x (t). This generates second-order scattering
coefficients as

S2x(t, λ1, λ2) = ||x � ψλ1
(t)| � ψλ2

(t)| � φ. (3)

The wavelets ψλ2
have an octave frequency resolution Q2

which may be different from Q1 . The second-order coefficients
capture complementary high-frequency information, but there
may be a loss of information in the second layer as well because
of averaging. The lost information can be recovered by comput-
ing higher-order scattering coefficients. Higher orders proceed
in the same manner by convolving wavelets with the modulus
of the wavelet coefficients from the previous layer (see Fig. 1),
followed by modulus and averaging. For any order m ≥ 1, the
scattering coefficients of order m can be obtained by

Smx(t, λ1, . . ., λm) = ||. . .|x � ψλ1
| � . . .| � ψλm

(t)| � φ(t).
(4)

Although scattering coefficients can be computed at any order,
we use WSN with two layers in the current study. For the

Fig. 2. Frequency responses of the first filterbank (top) and the second filter-
bank (bottom) of the two-layer WSN.

two-layer WSN, we set Q1 = 8 and Q2 = 1 for the wavelet
filterbanks in the first (ψλ1

) and second layers (ψλ2
), respectively.

The structure of the two filterbanks is shown in Fig. 2. The scat-
tering cascade is similar to several neuro-physiological models
of auditory processing, which incorporate cascades of constant-
Q filterbanks followed by non-linearities [20], [21]. The first
filterbank with Q1 = 8 models the cochlear filtering and nearly
corresponds to a mel-scale frequency subdivision [22], [23]. The
second filterbank withQ1 = 1 corresponds to later processing in
the neuro-physiological models, which helps in characterizing
the transients and attacks [8]. Improper vocal fold vibrations
embed distinctive transient structures in pathological speech
signals [5], [31], which can be represented effectively using the
second filterbank. The two-layer WSN generates zeroth-, first-
and second-order scattering coefficients for input speech signal
x . Note that the zeroth-order coefficients are generated by a
WSN through averaging of x with filter φ. However, in signals
having little energy at low frequencies (like audio signals), these
coefficients will be approximately zero [8] and hence they are
not considered in this study.

The number of scattering coefficients generated by a WSN is
typically much larger compared to the length of x. Therefore,
in practise, the network is critically down-sampled in time to
provide a reduced representation that leads to a faster imple-
mentation [8], [9] without losing information. The amount of
down-sampling depends on the bandwidth of φ, which relies
on T [8], [9]. The larger the value of T , the fewer the number
of scattering coefficients. But with a very large (or very small)
T , the WSN do not capture enough information required for
classification [8], [9]. In this work, we set T = 250 msec based
on the experiments reported in Section III-D.

B. MLP for Detection

The final scattering representation of a speech signal is the
aggregation of the first- and second- order scattering coefficients
as an N × P feature matrix, where P is the number of time
windows which varies with the length of the input signal and
N denotes the fixed number of scattering coefficients in each
time window. The considered two-layer WSN generates 260
scattering coefficients per time window (i.e. N = 260), for
which logarithm is applied. For the detection task, a multi-layer
perceptron (MLP) consisting of a single hidden layer with 256
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hidden units is trained to predict one of the two labels (0: healthy
or 1: pathological) for each time window. The MLP uses a
rectified linear unit (ReLU) activation function for the hidden
layer, and a softmax function for the output layer. The gradient
tolerance and iteration limit for training were set to10−6 and103,
respectively. The weights of the network were initialized with
the Glorot initializer. The cross entropy loss was selected as the
loss function, which was minimized using the Broyden-Fletcher-
Goldfarb-Shanno quasi-Newton algorithm (LBFGS) [25]. Dur-
ing testing, the MLP first classifies each scattering time window
of a new utterance separately. Then, majority voting is followed
for obtaining the final binary decision (healthy/pathological) for
the utterance.

III. EXPERIMENTS AND RESULTS

A. Database

Experiments were conducted using the Saarbruecken Voice
Database (SVD) [24], which is a corpus containing 71 different
voice disorders. SVD includes recordings from 687 healthy
speakers and 1356 voice disorder patients, collected from var-
ious speak tasks. In this study, we used the recordings from
two speak tasks: (i) pronunciation of a German sentence “Guten
Morgen, wie geht es Ihnen” (“Good morning, how are you?”),
and (ii) sustained pronunciation of three vowels (/a/, /i/, /u/) in a
constant neutral pitch. The data was down-sampled from 50 kHz
to 16 kHz. As there are more recordings from patients than
from healthy speakers, we balanced the class sizes by randomly
selecting a subset of patients.

B. Baseline Systems

For comparison, we considered the recent CNN-based end-
to-end pathological speech detection system (shortly referred to
as CNNnet) proposed in [5]. The system takes speech segments
(of duration 250 msec) as input, which are subsequently passed
through three convolutional layers alternating with max-pooling
layers (with size 2 and stride 2). The resulting feature repre-
sentations from CNNs are passed through an MLP (with 256
hidden units) to predict the output label (healthy/pathological). A
majority voting is used to obtain the binary decision at utterance
level. The combination of CNNs and MLP is jointly trained from
scratch in a single framework using the same hyper-parameters
as in [5]. For complete details about the system, the reader is
referred to [5].

In addition, comparison is also made with the recent tra-
ditional pipeline system developed in [26]. The system uses
an SVM classifier (with polynomial kernel of order 2) and
the state-of-the-art OpenSMILE features extracted from every
utterance. In this work, separate systems are created by con-
sidering two sets of features extracted with the openSMILE
toolkit [28]: (i) the 88-dimensional extended Geneva minimal-
istic acoustic parameter set (eGeMAPS) [27], and (ii) the 1582-
dimensional INTERSPEECH 2010 paralinguistic challenge fea-
ture set (IS2010) [29].

C. Evaluation Metrics

For evaluation, five fold cross validation is used so that the
recordings corresponding to 80% and 20% of all the speakers
were used as training and testing data in each fold, respectively.
Every speaker was used only once for testing and the same

TABLE I
AVERAGE ACCURACY (IN %) FOR DIFFERENT T VALUES (IN MSEC)

Fig. 3. Time-domain speech signals, the first- and second-order scattering
coefficients corresponding to the German sentence “Guten Morgen, wie geht es
Ihnen”. The left and right panels show the plots for a healthy speaker and a patient
with vocal fold paralysis having breathy voice, respectively. The scattering
coefficients were computed using Q1 = 8 ,Q2 = 1 and T = 250 msec.

speaker was not used in both training and testing. Five standard
performance metrics, namely, recall, precision, F1-score, accu-
racy and Mathews correlation coefficient (MCC) are considered
for evaluating the performance [5], [30]. For a good detection
system, recall, precision, F1-score and accuracy should be high
(ideally 100%). The MCC metric varies between -1 (worst
classifier) and 1 (best classifier), and should be close to 1 for
a good detection system. Evaluation metrics were saved in each
fold, and eventually averaged over all folds. The proposed and
baseline systems were developed and evaluated separately for
each of the considered speaking tasks.

D. Results

First, we determined the optimal T parameter of WSN by
computing the average cross-validation accuracies using T val-
ues varying from 50 to 350 msec in steps of 50 msec. This
was done for a subset of SVD consisting of vowels from 600
randomly selected speakers (300 healthy and 300 patients). The
results (shown in Table I) indicate that there is a negligible
difference in accuracies forT values between 150–250 msec. We
choseT = 250msec, as it leads to generation of fewer scattering
coefficients. Fig. 3 shows the plots of the first- and second- order
scattering coefficients obtained from speech signals (sampled at
16 kHz) of a healthy individual and a patient uttering the same
sentence using the chosen value of T = 250 msec. From the
figure, it can be seen that the scattering coefficients provide
an efficient representation and differentiation of the harmonic
(shown by first-order coefficients) as well as transient structures
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TABLE II
RESULTS OBTAINED WITH THE INDIVIDUAL DETECTION SYSTEMS. ALL THE

METRICS ARE AVERAGED OVER THE FIVE FOLDS

(shown by second-order coefficients) of the healthy and patho-
logical speech signals. This also justifies the use of a frame length
of 250 msec in this study, since it is long enough to enable the
WSN to effectively model the most discriminative information
using a considerably fewer number of scattering coefficients.

Table II shows the detection results obtained for the individual
detection systems for the SVD database. The proposed system
provided better performance in terms of all the metrics compared
to the baseline eGeMAPS system, for both the vowel and sen-
tence tasks. Compared to the IS2010 system, the performance
of the proposed system is moderately better for the vowel task
and comparable for the sentence task. This indicates that the
two-layer WSN yields robust features for classification with only
a minimal set of user-specified parameters. In comparison with
CNNnet, the proposed system provided ≈ 13% higher detection
accuracy for both speak tasks. The filter weights of deep CNNs
can be learned well to extract discriminative features when the
amount of training data is large, but large amounts of training
data are typically not available for pathological speech. As a
result, deep CNN-based systems under-perform in pathological
speech detection. On the other hand, the WSN uses pre-defined
wavelet filters (having a better physical meaning) as opposed to
being learned as in standard CNNs. This enables extraction of
highly discriminative features from raw speech segments, which
can be easily visualized and interpreted, without any training
data. For this reason, the proposed system has shown better
detection results compared to CNNnet.

Nowadays, there is an increasing demand for remote pa-
tient monitoring (RPM), where data collected from patients
is electronically transmitted to healthcare professionals. RPM
applications have to deal with problems caused by compression
(i.e. storing and transmitting speech). Therefore, we further
investigate the proposed and IS2010 systems using compressed
speech based on the MP3 compression scheme [32], [34]. The
uncompressed speech signals sampled at 16 kHz from the
sentence task of SVD were considered for experiments, with
70% of the data for training and the remaining 30% for testing.
The systems were trained using uncompressed signals. The test
speech signals were MP3-compressed using the Lame codec
(version 3.100) [33] with an output sampling rate of 16 kHz and
a resolution of 16 bits and using six different bit rates (128, 96,
64, 32, 16, and 8 kb/s). From Table III, it can be seen that the
compression (down to at most 64 kbps) does not affect much the
proposed system. This is because for the rates greater than or
equal to 64 kbps there is no considerable loss of harmonic and
transient information, as seen from Fig. 4. For the rates below
64 kbps, the information is progressively lost with a decrease

TABLE III
ACCURACY (%) OF THE PROPOSED AND BASELINE IS2010 SYSTEM FOR

COMPRESSED SPEECH

Fig. 4. Scattering representations of the MP3-compressed versions of the
pathological speech signal shown in Fig. 3. The top and bottom rows show
the plots for the first- and second-order coefficients, respectively.

in bit rate due to, for example, the reduction of the signal’s
audio bandwidth. Even at the bit rate of 8 kbps, the performance
has not decreased drastically (seen from Table III) because the
WSN still exhibits, to a fair extent, the harmonic and transient
structures (see Fig. 4), which carry important discriminatory
information for classification. The IS2010 system is also not
much affected for bit rates ≥ 64 kbps and is comparable to
the proposed system. However, for rates below 64 kbps, the
proposed system achieves better accuracy than IS2010. This is
because the features generated by a WSN are more stable than
features such as MFCCs (included in the IS2010 feature set) to
signal deformations [8], [9], which are notably present at low
bit rates. Hence, the proposed system can be used effectively in
tele-health applications.

IV. CONCLUSION

In this paper, we proposed a new end-to-end approach for
pathological speech detection using a two-layer WSN, which can
extract robust and discriminative speech feature representations
and requires no training. The proposed system was compared
with recent baseline pathological speech detection systems. The
results show that the proposed end-to-end system outperformed
the baseline CNN-based end-to-end system in discrimination
of healthy and pathological speech signals. Furthermore, the
performance of the proposed system is comparable to that of the
IS2010 system for high bit rates (over 64 kbps), but it is better
than the IS2010 system for very low bit rates. In the future, the
performance of the proposed method may be examined for multi-
class classification, and in prediction of severity of diseases such
as PD and heart failure.
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